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Abstract

Systems designed by humans have no “intelligence” and only execute algorithms; however, they may, somehow, mimic an intelligent behaviour (smart systems). Since, at present, information management in the electrical energy domain is extremely advantageous, smart systems require, all together, sensors, actuators, and electronic interfaces.

In literature there is some confusion, and even some contradiction, between the parameters used for characterizing the properties of sensors and of electronic interfaces. In the first part of the paper we provide a unified, coherent set of definitions which may be applied to both sensors and electronic interfaces. Afterwards we show how non-electrical systems may be conveniently analysed in the electrical domain by means of equivalent circuits, and we review some techniques for the design of high performance electronic interfaces; finally, we show a few examples, which illustrate the use of those techniques in practical applications.

© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

The interaction between living beings and the environment requires senses, decisions, and actions. Senses are necessary for gathering data from the environment; based on these data, living beings can take proper decisions in an “intelligent” way and, eventually, act on the environment. Humans have designed smart systems (see later) which use electronic systems, solid state sensors and actuators for mimicking an intelligent behaviour; these smart systems may significantly improve the quality of life, safety and health of humans; as a few examples, potential applications include more accurate diagnoses and more effective medical therapies, the reduction of repetitive work, the control of the environment, etc.

Any type of sensing or actuation mechanism has its limits. In some cases solid state sensors and actuators may largely exceed the performance of human senses and action capabilities (e.g. the bandwidth of the human ear is far more limited than the bandwidth of correspondent artificial systems). In other cases humans are much more evolved (e.g. robots may not walk as a human). In all cases, humans have intelligence, while smart systems can only execute algorithms; this fact is likely to remain unchanged for ever. Nevertheless, recent progresses in physics, chemistry, electronics, material science, bottom/up and top/down technologies made it possible to integrate high performance and low cost smart systems for a variety of applications (for instance, see [1–20]). As an example, a large array of nanodevices may constitute a macrodevice with very different properties in comparison with classic macrodevices; for instance, let us consider a classic loud speaker and an array of very small loud speakers which, globally, have the same output power as the classic system; clearly, the second system can operate at much higher frequencies in comparison with the classic one. This strategy
is, in fact, already present in many biological systems such as the eye; the single receptor in the eye is sufficiently small for achieving a resolution of $\frac{1}{2}$ square centimetre at about 10 m; however a single receptor would be useless (the field of view would be too limited), and therefore the eye contains millions of such very small receptors. As another example, nanotechnology opens the way to a new generation of nanosized transducers with an enormous potential for in vivo biomedical applications [21–27]; for instance, the single crystal ZnO nanostructures reported in [24–26] may find use as wireless nanotransducers for hyperthermia and targeted drug delivery [27].

In this paper we review the fundamentals of electronic interfaces which are essential components of sensors and sensors systems.

2. Signals and systems

2.1. Signals and linear, time invariant systems (LTI systems)

Signals are physical, chemical, or biological quantities which evolve with time; for instance, the current through a resistor, the temperature of a chip, and the velocity of a car are signals. Signals can be classified into six different energy domains [1]: electrical, thermal, mechanical, magnetic, radiant, and chemical.

Systems transform input signals into output signals; for instance, a temperature controlled oven is a system which transforms the input signal $x$ (position of a knob) into the output signal $y$ (internal temperature), according to a given transformation

$$T : x(t) \rightarrow y(t)$$

For simplicity, we consider single input–single output systems; clearly, if necessary, the definitions given here may be extended to multiple input–multiple output systems. A system is causal if and only if the condition

$$x_1(t) = x_2(t), \quad \forall t \leq t_0$$

implies

$$y_1(t) = T[x_1(t)] = y_2(t) = T[x_2(t)], \quad \forall t \leq t_0$$

(7)

(equivalently, a system is causal if and only if the output signal before $t_0$ only depends on the input signal values before $t_0$). A system is time invariant if and only if, for any given $t_0$ and for any input signal $x(t)$,

$$T[x(t)] = y(t) \Rightarrow T[x(t - t_0)] = y(t - t_0)$$

(8)

A system is linear if and only if, for any real numbers $c_1$ and $c_2$, and for any input signals $x_1(t)$ and $x_2(t)$,

$$T[c_1 x_1(t) + c_2 x_2(t)] = c_1 T[x_1(t)] + c_2 T[x_2(t)]$$

(9)

Every real (physical, chemical, biological, . . .) system is causal as the effect follows its cause.

Real systems are time variant and non linear. For instance, a resistor may be regarded as a system which transforms an input signal (current) into an output signal (voltage); although we often describe a resistor by means of the time invariant, linear Ohm’s law,

$$v = Ri$$

this description is only accurate within a limited range of the input signal values (beyond those limits significant non linear effects occur); moreover, for a real resistor, the resistance, $R$, changes with temperature, contamination, aging, . . . (i.e. the system is time variant). Nevertheless, almost always, real systems are approximated by means of correspondent linear, time invariant systems; in fact, in most cases this representation is both acceptable (within predefined operative conditions and for the time intervals which are of interest) and extremely convenient, as time invariant, linear systems are much easier to be analyzed and designed.

2.2. Instantaneous systems; error, relative error, accuracy, precision, sensitivity, resolution, offset

A system is instantaneous if, at any given instant, $t_0$, the output of the system only depends on the input signal at the same instant, so that

$$y_{out} = f(x_{in})$$

(10)

Instantaneous systems, by their definition, are time invariant (linear or non linear) systems.

In principle, no real system can be instantaneous; in fact, systems transform input signals into output signals, and, in the real world, signal transformations take time (i.e. are not instantaneous). However, time invariant systems which are “much faster than their input signals” may be considered as instantaneous (see later for a more quantitative definition); as we shall see, very important properties of measurement systems (and, in particular, of sensors and electronic interfaces) are defined under this assumption.

An ideal system transforms an input signal into an output signal according to a desired transformation; however, as shown in Fig. 1, a real system unavoidably introduces an error. In the case of instantaneous systems, the error may be defined as the difference between the output and the ideal output

$$e(x_{in}) = y_{out}(x_{in}) - y_{out,ideal}(x_{in})$$

(11)

The error depends on the input; for instance, a system might have a very small error only when the input is within a certain range. For simplicity, we assume that: there is no error (or, in practice, a very small error) in the input signal; the ideal output
is known without uncertainty; the output may be measured with negligible errors. The relative error, $e_r$, is defined as

$$e_r(x_{in}) = \frac{y_{out}(x_{in}) - y_{out,\text{ideal}}(x_{in})}{y_{out,\text{ideal}}(x_{in})}$$  \hspace{1cm} (9)

Clearly, if the ideal output is zero, the relative error may not be defined; more in general, the relative error is only meaningful if

$$\{|y_{out}(x_{in}) - y_{out,\text{ideal}}(x_{in})| \ll |y_{out,\text{ideal}}(x_{in})| \Rightarrow |e_r(x_{in})| \ll 1$$  \hspace{1cm} (10)

The accuracy may be qualitatively defined as the capability of the system to produce small errors. The reported definitions of the error, the relative error, and the accuracy refer to a “single event”; however, if a number of events are considered, the output may be regarded as a random variable $Y_{out}(x_{in})$. Under the previously discussed assumptions (no error in the input, known ideal output, and output measured with negligible errors), the average error may be computed

$$e_{AVG}(x_{in}) = E[Y_{out}(x_{in})] - y_{out,\text{ideal}}(x_{in})$$  \hspace{1cm} (11)

where $E[Y_{out}]$ is the mean value of the random variable $Y_{out}$; clearly, the average error depends on the input. If we consider the accuracy as the capability of the system to produce small average errors, a system may be accurate even if the standard deviation of $Y_{out}$ is very large; this would be unacceptable in many practical cases as a single measurement would not necessarily be accurate (while the average of many measurements, assuming a constant input, would be accurate). For this reason, it is important to specify the precision which is related to the standard deviation of the random variable $Y_{out}$. In order to intuitively illustrate these concepts, we may consider 10 events and the values reported in Fig. 2 for both the ideal output and the output $y_{out}$ in correspondence of each event; a system may be: accurate and precise (system A); precise, but not accurate (system B); accurate, but not precise (system C, which has a small average error); neither accurate neither precise (system D).

The sensitivity of an instantaneous system is defined as

$$S = \left. \frac{\partial y_{out}}{\partial x_{in}} \right|_{Q}$$  \hspace{1cm} (12)

and, in general, depends on the operating point $Q$. Clearly, the sensitivity is a pure number if and only if the input and the output signals are homogeneous; in this case, the sensitivity is also called gain, $G$ (e.g. the sensitivity of a voltage amplifier is a gain, since both the input and the output signals are voltages). If the sensitivity is not a pure number, it may not be considered a gain and must be expressed with proper dimensional units (e.g. for a current to voltage converter, which has a current input and a voltage output, the sensitivity must be expressed in $\Omega$). With reference to Fig. 3 [6], a smart system may comprise a direct chain (from the measurand, M, to the A/D conversion block) and other blocks including power management (energy block), the transducer/receiver block (T/R), a memory, a microcontroller and the actuators. The different types of sensitivities for such a system are listed in Table 1 (where both linear and non linear systems are considered). It is important to stress that the sensitivity may only be defined for instantaneous system and, for instance, the “filter sensitivity” is not the transfer function of the filter and may only be defined if the filter is much faster than its input signals (i.e. it may be considered an instantaneous system, see later). The output offset $y_{OFF}$ is defined as

$$y_{OFF} = f(0)$$  \hspace{1cm} (13)

that is the output when the input signal is zero. The solutions of the equation

$$0 = f(x_{in})$$  \hspace{1cm} (14)
are the input offset values; in principle, there might be no solution or many solutions for the Eq. (14); however, if the function \( f \) is monotonic, which is often the case, there may be no more than one input offset \( x_{\text{OFF}} \).

In a given operating point, \( Q \), there is a minimum variation of the output signal, \( \Delta y \), that can be detected (this quantity may not be zero because of noise and interferences); the minimum variation of the input signal which may be detected is the resolution (relative to the operating point \( Q \))

\[
R = \frac{\Delta y}{S_{\text{I}}(Q)} = \frac{\Delta y}{(\partial y_{\text{out}}/\partial x_{\text{in}})|_{Q}} \tag{15}
\]

If we now consider a linear, instantaneous (which is also, by definition, time invariant) system, we find

\[
y_{\text{out}} = f(x_{\text{in}}) = S_{\text{I}}x_{\text{in}} + y_{\text{OFF}} = S(x_{\text{in}} - x_{\text{OFF}}) \tag{16}
\]

where the previous definitions of sensitivity, together with the output offset and input offset have been applied; clearly, the sensitivity of linear instantaneous systems is constant (and does not depend on the operating point) and the following relation between the input offset, the output offset, and the sensitivity applies

\[
y_{\text{OFF}} = -Sx_{\text{OFF}} \tag{17}
\]

Moreover, in the case of linear instantaneous systems we may apply the definition (8)

\[
y_{\text{out,ideal}} = S_{\text{I}}x_{\text{in}} + y_{\text{OFF},\text{ideal}} = S_{\text{ideal}}(x_{\text{in}} - x_{\text{OFF},\text{ideal}}),
\]

\[
y_{\text{out}} = Sx_{\text{in}} + y_{\text{OFF}} = S(x_{\text{in}} - x_{\text{OFF}}),
\]

\[
e = y_{\text{out}} - y_{\text{out,ideal}}
= (S - S_{\text{ideal}})x_{\text{in}} + (y_{\text{OFF}} - y_{\text{OFF},\text{ideal}})
= (S - S_{\text{ideal}})x_{\text{in}} + (S_{\text{ideal}}x_{\text{OFF,ideal}} - Sx_{\text{OFF}}) \tag{18}
\]

It is then evident that the error is constituted by a term which is proportional to the input signal and an offset error which does not depend on the input. It is useful to define both the sensitivity error S.E. and the relative sensitivity error R.S.E. as follows

\[
\text{S.E.} = S - S_{\text{ideal}}, \quad \text{R.S.E.} = \frac{S - S_{\text{ideal}}}{S_{\text{ideal}}} \tag{19}
\]

As we discussed, if the input and the output signals are homogeneous, the sensitivity is also called gain and the following definitions for the gain error G.E. and the relative gain error R.G.E. apply

\[
\text{G.E.} = G - G_{\text{ideal}}, \quad \text{R.G.E.} = \frac{G - G_{\text{ideal}}}{G_{\text{ideal}}} \tag{20}
\]
Finally, we remark that, in general, the error, the relative error, the accuracy, the precision, the sensitivity, and the resolution depend on the input; whether this dependence may or may not be neglected (so that the correspondent parameter may be approximated by a constant for a certain input values range) must be a matter of discussion in the sensor design phase.

### 2.3. Linear, time invariant systems; transfer functions

If a system is linear and time invariant, it can be completely described from the external point of view by its transfer function, which is the Fourier transform of its impulse response. In fact, if the system transfer function is known, for any given input signal \( x_{in}(t) \), the output may be found as

\[
y_{out}(t) = \mathcal{F}^{-1}\{H(f)X_{in}(f)\}
\]

where \( \mathcal{F}^{-1} \) denotes the inverse Fourier transform, while \( H(f) \) and \( X_{in}(f) \) are, respectively, the system transfer function and the Fourier transform of the input signal.

The transfer function of an instantaneous LTI system is a constant and is the sensitivity of the system (this is obvious from (16)). On the other hand, since instantaneous systems, strictly, may not exist because of the finite speed of real systems, transfer functions of real systems always depend on frequency; in practical cases, transfer functions may only be approximately constant (e.g. within 3 dB) within a certain range of frequencies, which is called the bandwidth (e.g. 3 dB bandwidth). All real systems have a limited speed and, therefore, have a finite bandwidth (because they may not respond to signals beyond certain frequencies); moreover, most measurement systems have a low pass behaviour; if the Fourier transforms of all possible input signals is practically zero outside the bandwidth of these low pass “filters”, these systems may be considered instantaneous, or, equivalently, they are “much faster than their input signals”.

### 3. Transducers, electronic interfaces, and smart systems

#### 3.1. Transducers, sensors, and actuators

Transducers are systems which convert signals from one energy domain into signals in a different energy domain. Sensors may be defined as systems which convert signals in non-electrical domains into electrical signals; for instance, a temperature (thermal domain) to resistance (electrical domain) transducer is a sensor; actuators are the complementary class of systems which convert electrical signals into non-electrical signals; for instance, an (electrically driven) heater is an actuator.

We stress that there are different interpretations of the terms “transducers” and “sensors” [1–6]. For instance, “a sensor is often defined as a device that receives and responds to a signal” [2]; with this definition the word “sensor” would be synonymous of “system”, which is coherent with the fact that a “sensitivity” may be defined for any (instantaneous) system; however, it is also possible to consider a sensor as “a device that receives a stimulus and responds with an electrical signal” [2]; in other references [1] the authors refer to “input transducers” instead of sensors. The reason for this apparent confusion lies in the broad definitions of “transducers” and “sensors”. As an example, let us consider a temperature dependent resistor and an electronic interface which produces an output voltage related to the temperature dependent resistance; the temperature dependent resistor is both a sensor and a transducer; however, the complete system is also both a sensor and a transducer (as it transforms a temperature variation into a voltage variation); it is then possible to refer to the temperature dependent resistor as the transducer and to the complete system as a sensor (i.e. the sensor includes the transducer). In any case, these different definitions are seldom a problem, as the exact meaning of the words “sensor” and “transducer” is generally easily understandable from the context (for instance, in [18,19] it is obvious that the authors consider the electronic interface as a part of the sensor).

#### 3.2. Smart systems and electronic interfaces

In contrast with living beings, systems designed by humans do not possess “intelligence” and can only execute algorithms; however, in many practical cases, these “non-intelligent” systems may, somehow, mimic an intelligent behaviour. As an example, almost every car nowadays contains systems which, whenever necessary, may activate safety devices such as air bags, anti-blocking systems, etc. We refer to this type of non-intelligent systems which are designed by humans and, somehow, “seem” intelligent as “smart systems”.

In order to “seem” intelligent, a smart system must invariably, first, acquire information on the environment, second, determine the appropriate action to be undertaken, and, third, act accordingly; this necessary process is, obviously, an imitation of the natural behaviour of living beings.

Smart systems manipulate signals belonging to different energy domains; however, when designing a smart system, there is almost no choice about the selection of the energy domains. In fact, in principle, the designer could only choose the energy domain in which the information may be processed as the other energy domains are implicitly specified by the definition of the system. A simple example easily illustrates this point; an automatic system for regulating the temperature of an object must measure its temperature (i.e. extract information from the environment), determine the proper action to be undertaken (i.e. heating or cooling), and act accordingly; the determination of the appropriate action corresponds to process the information (for instance, comparison between the measured temperature and the desired temperature). Obviously, the definition of the system automatically determines the energy domains of all the signals but those for processing the information (in our example, temperature is in the thermal energy domain). In principle, the information might be processed in any energy domain (e.g. it has even been argued [28] that signal processing in the mechanical domain could, some day, have some advantages); nevertheless, there is no doubt that, at present, the impressive progress of electronics (and, especially, of digital electronics) makes it extremely convenient to generate, elaborate, memorize, and transmit signals in the electrical domain (as an example, a
state of the art digital system can perform billions of operations per second in a reliable, accurate, low cost, and low power manner.

As a result, every smart system must bring the measured information from a non-electrical energy domain into the electrical domain (sensors), and bring the actuation decision from the electrical domain into a non-electrical energy domain (actuators). In practice, smart systems gather data on the environment through sensors, take proper decisions through electronic systems, and act through actuators. This is why sensors and actuators are so important in smart systems.

The sensor response (i.e. the output signal of the sensor) is analog because “the real world is analog”; since today it is extremely convenient to manipulate (generate, elaborate, memorize, transmit, etc.) information in the digital electrical domain, in order to include a sensor into a smart system, a circuit which transforms the sensor response into a digital signal is necessary. For instance, converting the resistance of a resistive sensor into a digital signal may be done by injecting a reference current into the resistor, amplifying the voltage across the resistor, and converting this voltage into a digital signal by means of an analog to digital converter (ADC). More in general, electronic interfaces are the circuits (including special functions, such as auto-calibration, sensor biasing, etc.) which convert the sensor responses into signals which are easy to be processed (i.e., almost always, voltage digital signals); strictly, electronic interfaces are also required for converting digital signals into proper signals for driving the actuators; however we shall focus on electronic interfaces for sensors as in most cases these are the critical part of a smart system. Electronic interfaces are essentially analog circuits which, almost invariably, include an analog to digital converter and, in some cases, also include some digital sub-systems.

The importance of electronic interfaces in smart systems may now be appreciated: sensors bring the measured information from a non-electrical energy domain into the electrical domain; however, in practice, it is convenient to process the acquired information with digital electronic systems and, therefore, a circuit (electronic interface) is required for converting the (electrical) sensor response into a convenient digital electrical signal; in the same manner, actuators require an electronic interface. The critical role of analog electronics in systems design (see, for instance, [29]) is largely due to the importance of electronic interfaces; in fact, depending on the application, it may be necessary that electronic interfaces meet stringent specifications for noise, voltage supply, power consumption, speed, interferences rejection, low cost, reliability, etc. Besides, the design of the electronic interface generally requires models for the transducers (for instance, it would not make sense to design an electronic interface which is much more accurate and faster than the transducer to be interfaced). In many practical cases, the design of high performance electronic interfaces is a main obstacle to the implementation of successful smart systems.

Strictly, within our definitions, electronic interfaces may be accurate, power efficient, low voltage, fast, but not “smart”; in the same manner, sensors may also be accurate, low cost, integrated, but not “smart”. In fact, we have associated the word “smart” to systems which are designed by humans and “seem” intelligent; however, since a rigorous definition of what “seems” intelligent would also be problematic, it is appropriate to refer to smart systems whenever the sensors and the electronics might enable an easy implementation of smart systems (e.g. a system which contains both a temperature sensor and the interface in the same chip and provides a digital output deserves the attribute “smart” as it may be easily incorporated in a system which might “seem” intelligent).

4. Limits to the accuracy and precision of electronic interfaces

4.1. Time invariance and speed requirements for electronic interfaces

Although, strictly, real systems are time variant, in many practical cases the time invariance hypothesis is useful. Apparently, such hypothesis may be even more questionable for some sensors and electronic interfaces which, by definition, are time variant; as an example, a temperature resistive sensor is already a time variant system because its resistance changes with time (due to temperature variations). Depending on the application, this may or may not be an issue; for instance, if the variations of the temperature dependent resistance are very slow when compared with all other variations in the system, we may just consider a constant resistance and make sure that the complete system properly works with all the possible resistance values. We mention that this is not always a problem; as an example, the output signal of a thermocouple is a voltage and its variations do not imply variations of systems components (which would be a clear indication of time variance).

In most cases the performance of sensors and electronic interfaces are described by their error, relative error, accuracy, precision, sensitivity, resolution, and offset. Since these concepts are well defined only for instantaneous systems (which are a sub-set of time invariant systems), sensors and electronic interfaces must be much faster than their input signals. More in general, measuring means comparing the measurand with a reference quantity (which, ideally, is constant); clearly, the measurand should be constant during all the measurement process; in practice, the measurement process must be much faster than possible variations of the measurand. As an example, a temperature sensor has a resolution of 0.1 K if it is able to distinguish temperature variations as small as 0.1 K, assuming that temperature variations (i.e. the input signal of the sensor) are much slower than the sensor. In many (but not all) electronic interfaces, this is not a problem, because the input signals of electronic interfaces are typically much slower than electrical systems; as an example, in the design of a temperature sensor the bandwidth requirement for the electronic interface may be as low as 10 Hz because temperature variations are rather slow. As an important consequence, designers may conveniently trade accuracy for speed; this is definitely one of the keys for high accuracy electronic interfaces design (e.g. ΣΔ analog to digital converters are widely used in electronic interfaces [19,30–35]).
4.2. Accuracy and precision

As we have seen, instantaneous systems may be characterized by their error, relative error, accuracy, precision, sensitivity, resolution, and offset. These definitions may be used for any measurement system, as long as it may be considered instantaneous (i.e. much faster than its inputs); sensors and electronic interfaces, clearly, are a sub-set of measurement systems and, therefore, their performance should be expressed in the same manner. A rigorous use of the same definitions for both the sensors and the electronic interfaces is preferable, as it helps a clear understanding of the design challenges and opportunities (for instance, it would not make sense to waste resources for designing an interface which has an accuracy much higher than its sensor). Furthermore, the same definitions should be applied, whenever it is possible, to sub-systems of the electronic interface. For instance, a voltage amplifier which has a negligible input offset voltage and a very small relative gain error, has a high accuracy; however, if that amplifier has a significant input equivalent noise (with zero mean value), its precision could be poor; clearly, if such an amplifier is inserted in the measurement chain, the precision of the electronic interface (and, hence, of the measurement system) could be poor as well. It is therefore advisable to characterize the sensors, the electronic interface and its sub-systems with the same set of definitions (on the contrary it is very common in literature to refer to “high precision” circuits instead of “high accuracy and high precision”, and so on).

If the error must be small for every measurement, we need an accurate and precise electronic interface; if only the mean value of the error (with reference to many measurements) is important, an accurate system is sufficient.

Depending on the application, electronic interfaces must meet stringent specifications for noise, minimal supply voltage, power consumption, speed, interferences rejection, low cost, reliability, … These specifications may be translated into accuracy and precision requirements; for instance, saying that the power consumption must be below 1 mW, we mean that the required accuracy and precision must be obtained with an interface which has a power consumption below 1 mW. It is instructive to consider some sources of errors in a measurement.

Measuring is comparing a measurand with a reference quantity; the reference quantity is a constant which is “real” (e.g. the resistance of a reference resistor) or may be indirectly deduced from different signals (e.g. a reference resistance may be deduced from an equivalent switched capacitor circuit with resistance \( R = 1/fC \)). The accuracy and precision of a measurement may not be better than those of the reference quantity; this is why high performance references are very important. In some cases, high quality references are available; in other cases, the reference signal must be generated by the interface itself (for instance, voltage references are essential building blocks for many electronic interfaces, so that the design of accurate and precise integrated bandgap references is a main issue [36–42]).

Beside the errors of the reference, errors also occur in the comparison process; the errors of analog digital converters, for instance, fall in this class of errors.

Additionally, the perturbation which is necessarily introduced by any measurement action should be negligible for the desired level of accuracy. Electronic interfaces must measure electrical variations without significantly perturbing the transducer under test; as an example, impedance loading effects must always be evaluated; as another example, interfaces for temperature resistive sensors should avoid significant self heating errors.

5. Equivalent electric circuits

In most practical cases simulation is necessary for the accurate analysis of analog circuits. In fact, the extremely complex models of electronic devices [43–45] (e.g. MOSFETs fabricated with deep submicron CMOS processes) make it almost impossible to achieve an accurate, theoretical analysis of even the simplest analog circuits.

On the other hand, simulators, by themselves, are not able to design even the simplest analog circuits. In fact, the number of circuits that can be made of even a few transistors is exceedingly too large to be systematically analysed by simulators; this is why, in spite of many attempts, automatic design of analog circuits is still not possible (and, in the opinion of most analog designers, will never be possible; interestingly, automatic design of digital systems is highly effective).

This is, in particular, true for electronic interfaces (i.e. a class of analog circuits): simulators are not able to design even the simplest interface, but their judicious use constitutes an invaluable tool. There is, however, an additional challenge: although, by definition, electronic interfaces are just electronic circuits, their design generally requires an accurate model of the sensors, independently on its complexity. In some cases, the transducers are just electronic devices; even in these cases, models which are satisfactory for most electronic designs may be not enough accurate for the design of high performance electronic interfaces and sensors (see, for instance, [16,46–48] for the problem of accurately modelling bipolar transistor as thermal sensors). In other cases, transducers are non-electrical and it may be non obvious how to simulate these transducers together with the rest of the electronic interface. Almost always, the best practical solution is to model non-electrical signals and systems by means of equivalent signals and systems in the electrical energy domain, so that the complete system may be analyzed by means of standard simulators for electronic circuits such as SPICE. Obviously, one could conceive a dual approach, that is modelling electrical signals and systems by means of equivalent signals and systems in different energy domains; in practice, the “superior” performance of electronic circuits simulators and the complexity of both analog circuits and electronic devices models make such an approach useless. We mention that in some cases, for a given non-electrical system, different equivalent electric circuits may be found; a detailed discussion of modelling non-electrical systems with equivalent electrical systems may be found in [3,49].

Finally, in many practical cases, ideal “analog behavioural models” may be useful for building SPICE models of non-electrical systems (see later).
5.1. Equivalent electric circuits for thermal systems

A given thermal system may be translated into an equivalent electric circuit by using the following equivalence table

\[ P \leftrightarrow I, \quad \Delta T \leftrightarrow \Delta V, \quad R_{TH} \leftrightarrow R, \quad C_{TH} \leftrightarrow C \quad (22) \]

where for each signal or component in the thermal domain (left) there is an associated electrical signal or component in the electrical domain (right).

As an example, let us consider an object which is heated by a power \( P_0 \); for simplicity we assume that all the volume of the object is at the same temperature. In the thermal domain, the object has its temperature and is separated from the surrounding environment by a thermal resistance; furthermore, it has its thermal capacitance. Assuming that the environment temperature be constant, a simple correspondent equivalent electric circuit may be found by defining a node for each volume with a different temperature and using the equivalence (22), as shown in Fig. 4.

5.2. Equivalent electric circuit for a vibrating capacitor

The Kelvin Probe is a very convenient method for the measurement of the work function of a given material [50–55], as it guarantees surface integrity and can be used for a very wide range of materials, temperatures and pressures [50]. In Kelvin Probe systems, a voltage \( V_X \) is applied across a capacitor whose plates are constituted, respectively, by a reference material, A, and by the sample material, B, whose work function is unknown. The charge \( Q \) stored in the capacitor is

\[ Q = C[V_X - \Delta \Phi_{AB}] \quad (23) \]

where \( \Delta \Phi_{AB} \) is the contact potential difference (corresponding to the work function difference \( q \Delta \Phi_{AB} \)) and \( C \) is the capacitance. If the capacitance \( C \) is somehow time-dependent and \( V_X \) is constant, the current through the capacitor (also called the Kelvin current) is

\[ i_C(t) = \frac{dQ(t)}{dt} = \frac{dC(t)}{dt} \times [V_X - \Delta \Phi_{AB}] \quad (24) \]

The voltage \( V_X \) may then be changed (slowly, as our derivation assumed a constant \( V_X \)) until the Kelvin current is zeroed, which gives \( V_X = \Delta \Phi_{AB} \); in this way the contact potential difference may be measured. In practice, a time-dependent capacitance may be obtained in different ways: for a parallel plates capacitor (\( C = \varepsilon A/d \)) the dielectric time constant, \( \varepsilon \), the area of the capacitor, \( A \), or the distance between the two plates, \( d \), may be varied; although all these methods have been explored, the most practical one consists in using a time-dependent distance (vibrating capacitor); as an example, let us consider

\[ d(t) = d_0 + d_1 \sin(\omega_0 t) \quad (25) \]

Fig. 5 shows a SPICE model for such a vibrating capacitor [55]. The voltage-controlled voltage source E1 gives, at the output, the difference \( (V_X - \Delta \Phi_{AB}) \) which is multiplied by \( C(t) \); the resulting signal is then derived and fed into the voltage-controlled current source G1 which produces the Kelvin current. Interestingly, this model takes advantage of an ideal “analog behavioural model” (which performs the operation “1/x”). The accuracy of this simple model has been experimentally verified, as shown in Fig. 6a and b [55].

6. Technological issues

Electronic interfaces may employ integrated circuits (IC) and/or discrete components; discrete components may be preferable for fast prototyping and for small volumes production, while integrated circuits may allow higher performance (speed, low power, interferences rejection, etc.) and much lower costs for large volumes. In some applications, even if the interface must be integrated, a few auxiliary discrete components may be required for achieving the desired level of accuracy. In practice, there are many technological options for fabricating integrated electronic interfaces.

Sensors realized with silicon based technologies can detect various physical and chemical quantities with acceptable sensitivity. Since these technologies exploit the same materials (silicon, polysilicon, metal and dielectrics) and processing steps as standard integrated circuits, the evolution toward microsystems or assembled micromodules, including sensing devices and
interface circuits on a single chip or in a single package, is straightforward [1,56–60]. The advantages of this approach are numerous: the cost of the sensing system is greatly reduced due to batch fabrication, its size and interconnections are minimized and its reliability is improved.

However, the choice of materials compatible with silicon technologies is limited and, therefore, integrated sensors are often less performant than discrete devices, because of weak signals, offset and non linearity and, hence, introduce increasing demands on the electronic interface circuits [61], requiring an intensive use of the circuit techniques described in the next section.

Depending on the specific application, the design of integrated sensors systems may be extremely challenging for different reasons: technological constraints, the low level of the sensor signals, the aggressive environment, the required signal processing functions, low power consumption for extended autonomy, etc. In any case, it is usually important that the microsensor, the interface circuit and, often, the package be designed together. Indeed, the optimum microsystem or micromodule is not necessarily obtained by interconnecting separately optimized sensors and interface circuits. Microsensor interface circuit design, therefore, requires specific and interdisciplinary knowledge as well as special techniques in order to achieve the reliability and the performance demanded by the user.

As mentioned above, there are two possible solutions for implementing smart sensor systems: the “microsystem” approach and the “micromodule” approach.

In the microsystem approach, the sensor and the electronic interface circuitry are integrated on the same chip, as shown in Fig. 7. In this case the complete system is obtained using a standard IC (integrated circuits) process with, eventually, a few compatible post-processing steps (typically etching or deposition of materials). Therefore, the microsensor has to be designed taking into account the material features (layer thickness, doping concentrations and design rules) imposed by the standard IC process used (CMOS, bipolar or BiCMOS); any additional processing step required for implementing the sensing devices has to be performed after the completion of the standard IC fabrication flow. Obviously, this situation reduces the degrees of freedom available for sensor design, thus introducing additional challenges. Moreover, especially when using scaled-down (submicron) technologies, this approach can introduce cost and yield problems. Indeed, the silicon area occupied by the electronic interface circuit typically shrinks with the feature size of the technology, while the sensor area in most cases remains constant, since it is determined by “physical” considerations, such as the mass of the structures or the angle of etched cavities, which are not changed by improvements in the technology. Therefore, while for integrated circuits the increasing cost per unit area is abundantly compensated by the reduction in the area, leading to an overall reduction of chip cost with the technology feature size, this might not be true for integrated microsystems. Moreover, a defect in the sensors may result in the failure of the complete microsystem even if the circuitry is working properly, hence lowering the yield and again increasing the cost (the yield for sensors is typically lower than for circuits).

The microsystem approach, however, also has considerable advantages. First of all, the parasitics due to the interconnections
between sensors and electronic interface circuits are minimized and, more important, well defined and reproducible, which is very beneficial for the system performance. Moreover, the system assembly is simple, inexpensive and independent of the number of connections needed because all the interconnections are implemented during the IC fabrication process. Finally, when required, the use of the same technology allows us to achieve good matching between elements of the sensor and those of the interface circuitry, thus allowing an accurate compensation of many parasitic effects.

In the micromodule approach the sensors and the electronic interface circuits are realized on different chips. They are included in the same package or mounted on the same substrate, as shown in Fig. 8. The interconnections between the sensor chip and the electronic interface circuit chip can be realized with bonding wires or with other techniques, such as flip-chip or wafer bonding. With this approach the two chips can be implemented with different technologies, optimized for the sensors and the circuitry, respectively. Typically, expensive submicron technologies are used to realize the electronic interface circuits, while low cost technologies with large feature size and few masks are used for implementing the sensors. In this case, the material properties of the technology can be adjusted to optimize the performance of the devices. The cost and yield issues mentioned for the microsystem approach are not any longer important.

However, the micromodule approach has also drawbacks. First of all, the assembling of the system can be quite expensive and unreliable, allowing only a limited number of interconnections between the sensor and the electronic interface circuits. Moreover, the parasitics due to the interconnections are orders of magnitude larger, more unpredictable and less repeatable than in the microsystem approach, thus eventually neutralizing the sensor performance improvements obtained with technology optimization. Finally, no matching between elements of the sensor and elements of the electronic interface circuitry can be guaranteed.

From the above considerations it is evident that both approaches have merits and drawbacks. The choice of the approach substantially depends on the application, the quantity to be measured, the kind of sensors, the specifications of the electronic interface circuits and the available fabrication technologies, thus producing a number of trade-offs, which have to be analyzed before taking a decision.

7. Techniques for high accuracy and high precision electronic interfaces

7.1. Feedback

High accuracy electronic interfaces almost invariably take advantage of feedback. In fact, electronic interface contain active devices, whose parameters are generally inaccurate, due to the unavoidable spread of process parameters and to drift (aging and variations of the operative conditions such as temperature, supply voltages, etc.); in fact though each parameter (e.g. the current gain of a bipolar transistor) has its average value, in practice, we are interested in the accuracy of a single interface, and, therefore, in the accuracy of single devices (and we do not care about hypothetical “average” electronic interfaces and “average” devices).

The solution to this issue is a proper use of feedback; the basic (single input single output) linear feedback system is represented in Fig. 9; each block has its own transfer function which, in general, depends on the frequency; the linearity hypothesis is implicit as transfer functions may only be defined for linear, time invariant systems.

In the case of electronic circuits the input signal, \( x_{in} \), the feedback signal, \( x_f \), and the error signal, \( x_e \), may be either voltages either currents (however they must be homogeneous so that \( x_e = x_{in} - x_f \)); in the same way, the output signal, \( y_{out} \), may be either a voltage either a current.

In general, the block \( A \) comprises a number of active devices, and therefore its transfer function is not very accurate; on the contrary the block \( \beta \) is generally made of passive devices and its transfer function may be rather accurate. It may be easily found that the closed loop transfer function of the feedback system in Fig. 9 is given by

\[
A_{CL} = \frac{y_{out}}{x_{in}} = \frac{A}{1 + A\beta}
\]

Fig. 9. Block scheme for a feedback system.
so that, at frequencies where the magnitude of the loop gain $|A\beta|$ is much larger than 1, the closed loop transfer function may be well approximated as follows

$$\left[|A\beta| \gg 1\right] \Rightarrow \frac{A_{\text{CL}}}{x_{\text{in}}} = \frac{A}{1 + A\beta} \approx \frac{1}{\beta}$$

(27)

The last expression clearly illustrates the great advantages of feedback systems from the point of view of accuracy: provided that the magnitude of the loop gain is enough high, the accuracy of the feedback system (i.e. the accuracy of the closed loop transfer function) is mainly related to the accuracy of the feedback network (made of passive devices, whose parameters are generally much more accurate than parameters of active devices). As a simple example, let us consider the voltage–voltage feedback system shown in Fig. 10 (which is obtained from the general system in Fig. 9, when $x_{\text{in}}, x_f, x_e$, and $y_{\text{out}}$ are voltage signals). Here, let us assume that, in a certain bandwidth $B$,

$$10^4 \leq A \leq 10^6, \quad \beta = \frac{1}{10}$$

(28)

Clearly, in the bandwidth $B$ the magnitude of the loop gain $|A\beta|$ is much larger than 1, so that the approximate relation (27) is rather accurate and, therefore, despite the large variations of $A$, for all frequencies in the bandwidth $B$

$$A_{\text{CL}} = \frac{y_{\text{out}}}{x_{\text{in}}} = \frac{A}{1 + A\beta} \approx \frac{1}{\beta} = 10$$

(29)

Since this analysis is general, feedback helps to counteract the variations of $A$ independently on the causes of those variations (temperature, spread of parameters, supply voltage, input common mode range voltages, frequencies, etc.).

Let us now derive a simple circuit implementation of the voltage–voltage feedback system shown in Fig. 10; for simplicity we assume that an ideal differential amplifier, with voltage gain $A$, is available (since the differential amplifier is ideal, it has zero input currents, zero output impedance, infinite common mode and power supply rejection ratios, etc.). The differential amplifier may replace both the block $A$ and the adder of the block scheme in Fig. 10 (in fact, it computes the difference between two voltage signals and then amplifies it by $A$); as to the block $\beta$, it is a voltage attenuator (in our example $\beta = 1/10$) whose input is the output voltage of the feedback system and whose output is the feedback voltage signal; the voltage attenuator $\beta$ may then be replaced by a voltage resistive divider as shown in Fig. 11.

![Fig. 10. Block scheme for a voltage input–voltage output feedback system.](image)

Although feedback is a powerful tool for the design of high accuracy analog circuits and electronic interfaces, it also has its limits. First, the presence of feedback paths introduces the risk of auto-oscillation which, in the case of an amplifier, is unacceptable; here we only mention that the higher the number of gain stages, the more problematic this inconvenient [62–72]. Second, the accuracy of a feedback system is still limited because of the limited loop gain. In particular, if we consider the output and the ideal output signal of the feedback system,

$$y_{\text{out}} = \frac{A}{1 + A\beta} x_{\text{in}}, \quad y_{\text{out,ideal}} = \frac{1}{\beta} x_{\text{in}}$$

(30)

we may find the ideal and real sensitivities, the sensitivity error S.E., and the relative sensitivity error R.S.E. (if the input and the output signals are homogeneous, the sensitivity is a gain)

$$S_{\text{ideal}} = \frac{1}{\beta}, \quad S = \frac{A}{1 + A\beta}$$

$$S.E. = S - S_{\text{ideal}} = -\frac{1}{(1 + A\beta)\beta},$$

$$R.S.E. = \frac{S - S_{\text{ideal}}}{S_{\text{ideal}}} = -\frac{1}{(1 + A\beta)}$$

(31)

If the magnitude of the loop gain is much larger than 1, the relative sensitivity error may be approximated as

$$R.S.E. = \frac{S - S_{\text{ideal}}}{S_{\text{ideal}}} = -\frac{1}{A\beta} \approx -\frac{1}{10}$$

(32)

which is an important relation. For instance, with reference to the circuit shown in Fig. 11, if we consider the two systems

$$A_1 = 10^6, \quad \beta_1 = \frac{1}{10}, \quad A_2 = 10^4, \quad \beta_2 = \frac{1}{10}$$

(33)

we immediately find (in this case the sensitivity is a gain)

$$|R.G.E.| \simeq 10^{-5}, \quad |R.G.E.| \simeq 10^{-3}$$

(34)

Finally, we mention that a proper application of feedback also helps to modify the impedance level; this observation may be extremely useful in the design of electronic interfaces (for instance, see later how feedback helps to measure high impedances in the next section).

7.2. Compensation of amplifiers non idealities

Real amplifiers, even when feedback is properly applied, still introduce errors which may dominate the error of the complete measurement systems. In principle, it is possible to reduce this
type of errors by tuning some component values; as an example, Fig. 12 shows a classic solution for compensating both the input offset voltage and the input currents of the op amp by means of a potentiometer. There are two reasons which severely limit the applicability of these static techniques in electronic interfaces. First, tuning increases the costs; in integrated circuits produced in large volumes, the cost of an eventual tuning procedure may be comparable with the cost of chip fabrication. Second, tuning is a “static” technique, and, hence, may not compensate errors which evolve with time, such as noise, thermal drift, aging, etc. Nevertheless, static techniques may still be convenient in some cases (e.g. fast prototyping, small volumes products, etc.).

In general, it is possible to compensate the amplifiers non idealities by means of dynamic (or automatic) compensation techniques. These dynamic compensation techniques are especially important for CMOS interfaces; in fact, in many practical cases, low cost and compatibility with digital systems make it very convenient to integrate electronic interfaces in standard CMOS processes; however, due to the relatively poor quality of CMOS transistors it is generally required to somehow compensate the non idealities of CMOS amplifiers. Static techniques would be too expensive and useless, as they might not reduce time-varying errors such as the low frequency noise and drift, which in CMOS systems are relevant. These reasons and the availability in CMOS processes of low cost high performance switches have made automatic (or dynamic) techniques for compensating non idealities of amplifiers almost ubiquitous in CMOS systems. Although some attempts have been made to classify these techniques [73–76], these classifications are not completely correct, resulting in some confusion and, eventually, in sub-optimal designs; here we shortly discuss a more correct classification [77–80].

Autozero circuits (AZCs) require sampling (compensation phases) and, afterwards, accurate signal processing (the auxiliary signals sampled in the compensation phases compensate the errors in the signal processing phases) [73,74]. Fig. 13 shows a simple amplifier which implements the autozero principle; in fact, assuming that the low frequency input noise voltage does not significantly change during one “autozero period”, we find

\[
V_{out,1} = A[v_{IN}(t_x) + V_{off} + V_{noise}(t_x)],
\]

\[
V_{out,II} = A[V_{off} + V_{noise}(t_x + \Delta t)],
\]

\[
V_{noise}(t_x + \Delta t) \cong V_{noise}(t_x) \Rightarrow V_{out,1} - V_{out,II} \cong A v_{IN}(t_x)
\]

(35)

Autozeroing may reduce the effects of the input offset and 1/f noise voltages and of the finite gain of amplifiers; in principle, autozeroing might also reduce any other non ideality which does not significantly change during one “autozero period”; for instance, dynamic current mirrors and instrumentation amplifiers (IA) employing the “flying capacitor” (for improving the CMRR) may also be regarded as autozero circuits. Another powerful application of the autozero technique is the three signals approach, which is graphically described in Fig. 14; in this circuit we find

\[
V_{out,1} = A[v_{IN}(t_x) + V_{off} + V_{noise}(t_x)],
\]

\[
V_{out,II} = A[V_{off} + V_{noise}(t_x + \Delta t)],
\]

\[
V_{out,III} = A[V_{REF} + V_{off} + V_{noise}(t_x + 2\Delta t)],
\]

\[
V_{noise}(t_x + 2\Delta t) \cong V_{noise}(t_x + \Delta t) \cong V_{noise}(t_x)
\]

\[
\Rightarrow v_{IN}(t_x) \cong \frac{V_{out,1} - V_{out,II}}{V_{out,II} - V_{out,III}} V_{REF}
\]

(36)

The last expression in (36) clearly shows how the input signal may be deduced independently on the input offset voltage, on the low frequency noise, and on the amplifier gain; as it is clear from (36), the three signals approach requires a system which may accurately compute the ratio between two signals (e.g. a microprocessor).

Although autozeroing allows, in principle, to compensate any kind of error which is (almost) constant during the autozero period, it also results in larger residual noise, because the input equivalent thermal (i.e. wideband) noise is under-sampled [73,81].
Chopper circuits (CHCs) reduce the effects of the input offset and low frequency noise of amplifiers by means of chopper switches which enable a modulation-demodulation technique, as shown in Fig. 15 (the “choppers” CH1 and CH2 enable the straight connections during one phase and the crosswise connection during the other phase). In practice, the chopper switches modulate the input signal, amplify the modulated signal, and demodulate the (modulated and amplified) signal. As a result the signal is modulated, amplified and then demodulated back to the base band; on the contrary, the input offset and 1/f noise voltages of the amplifier are only amplified and modulated and, therefore, may be removed by low pass filtering. Although different (e.g. sinusoidal) modulation-demodulation strategies would allow the compensation of the input offset and low frequency noise of amplifiers, chopper circuits are very convenient in CMOS systems as high performance switches are easy to be implemented. Since no sampling occurs, chopper circuits are continuous time systems and there is no under-sampling of the thermal wideband noise.

Although the absence of sampling results in a lower residual noise, in comparison with AZCs, CHCs may not compensate the finite open loop gain, the output resistance, etc. Interestingly, for very low frequency electronic interfaces, the nested chopper technique [74,75,82] allows a further reduction of the residual amplifier offset down to 100 nV; the application of such a technique is, however, limited to those applications where one can make sure that other sources of errors, such as spurious thermocouple effects, do not dominate the residual offset [74].

Circuits which use dynamic element matching (DEMCs) take advantage of the following principle: if the error is mainly due to the mismatch between some devices, it is possible to reduce the error by dynamically matching [83] those devices (that is dynamically interchanging the “mismatched”devices and taking the average). Dynamic element matching of active devices may be combined with dynamic matching of feedback elements [84,85], thus rejecting errors due to resistance (or capacitance) ratios errors (especially important for high temperature applications [84]).

Within these definitions, in contrast with traditional classifications [73–76], chopper and dynamic element matching are different techniques. As an example, in a folded cascode op amp many transistor pairs contribute to the input offset voltage; it is then better, in order to reduce the offset, to dynamically interchange all those transistors pairs (and not only the input transistors); the resulting circuit is DEMC but not CHC. However, the amplifier shown in Fig. 16 may be regarded both as a CHC (the chopper switches act as the modulators) or as a DEMC (the input transistors are interchanged during the two phases). Fig. 17 shows the generally accepted classification and the more correct classification [77–80] for automatic techniques: although some overlap exists between CHCs and DEMCs, these are different classes. We mention that, although our discussion embraces the most common dynamic techniques, other techniques have also been proposed (e.g. switched biasing [86]).

The differences between the classifications shown in Fig. 17 are not just a matter of nomenclature; for instance, dynamic element matching also allows the compensation of the finite op amp gain without autozeroing (which has been believed not possible [73]); this is an interesting opportunity for those applications where the op amp gain may not be too high, which is often the case in deep sub-micrometer CMOS microsystems. As an example, assuming that one has two identical op amps, it is possible to design a circuit where errors (including finite gain errors) generated by one op amp effectively compensate the errors generated...
by the second op amp; for instance, Figs. 18 and 19 show two circuits which implement this idea for, respectively, a voltage buffer [77,78,87,88] and a differential amplifier [89]; these circuits would allow, in case of ideal op amp matching, a strong reduction of the finite op amp gain; however, since practical op amps show mismatch, dynamic element matching must be applied to the entire op amps (dynamic op amp matching); if these circuits are properly designed, the input offset and noise voltages and also the finite open loop gain of op amps are compensated without autozeroing, resulting in a lower residual noise. Nevertheless, the presence of two op amps results in an equivalent input root mean square (rms) noise voltage which is $\sqrt{2}$ times larger than the correspondent voltage of an equivalent chopper circuit. Dynamic op amp matching should be avoided if the op amp gain is enough large (in these cases chopper or traditional dynamic element matching circuits would give a lower residual noise). In comparison with other techniques, dynamic op amp matching circuits contain multiple feedback loops; however proper circuit transformations make their frequency compensation straightforward (even if their “equivalent” open loop gain is very large).

It should be noted that, though a static technique such as the so called op amp tuning [90] may also reduce the mismatch between op amps, it would not compensate the $1/f$ noise which, in CMOS interfaces, is often a main issue.

Finally, we mention that the application of the dynamic element matching to a second generation current conveyor (CC-II) [91] is another approach which does not require autozeroing and, in principle, might allows to integrate accurate and precise interfaces based on low gain CMOS amplifiers; in these circuits dynamic element matching must also be applied for compensating the mismatch and $1/f$ noise of the transistors which are outside the loop; with reference to Fig. 17, these circuits also belong to the class of DEMCs, but not CHCs.

7.3. Signal to noise ratio (SNR) enhancement

In some cases the signal levels to be measured are extremely small; it is even possible that the power of the superimposed noise and interferences is larger than the power of the signal of interest. In such circumstances special techniques for enhancing the signal to noise ratio should be considered, such as:

(1) lock-in amplifiers (analog or digital)
   (1.a) with only one reference frequency
   (1.b) heterodyne lock-in with two or more reference frequencies
   (1.c) high frequency lock-in
(2) waveform averagers
   (2.a) signal averagers
   (2.b) box car integrators
   (2.c) waveform eductors
(3) auto-correlators and cross-correlators

All these solutions somehow reduce the noise bandwidth. Here we only consider the lock-in amplifier operating with a single reference frequency because it is widely used in electronic interfaces, and also because its integration by silicon technologies has already been proven.

Lock-in amplifiers are AC voltmeters which measure the amplitude of an AC signal at a reference frequency, $f_0$, even when the power of this AC signal is extremely small and, eventually, smaller than the power of environmental interferences. The lock-in amplifier needs a reference signal which provides the reference frequency, $f_0$; ideally, the output of the lock-in is a DC signal proportional to the component of the input signal which has the same frequency as the reference signal.

Let us consider a signal of interest

$$v_s = V_{s0}\sin(2\pi f_0 t + \varphi_0)$$  \hspace{1cm} (37)

Due to various interferences and noise processes, the signal of interest may be contaminated by a “wideband” additive disturb, $v_D$; since the spectrum of the signal of interest is zero for all frequencies but $f_0$, a proper bandpass filter (center frequency equal to $f_0$) might greatly increase the signal to noise ratio; for instance, an hypothetical filter which blocks all the frequencies...
but \( f_0 \) would completely remove the disturb (assuming that the disturb has a negligible component at the frequency \( f_0 \)). However, for a significant enhancement of the signal to noise ratio, the \( Q \) of the bandpass filter should be very large; even assuming that one may implement a very high \( Q \) filter (which is not easy), it would then be extremely difficult to tune the center frequency of the filter (this would be critical because a very small difference between this frequency and \( f_0 \) would result in large errors). These difficulties may be overcome by means of the so-called lock-in amplifiers, which take advantage of a reference signal \( v_{\text{REF}} \), at the same frequency as the signal of interest, for implementing a synchronous demodulation of the input signal; although a signal with the same frequency as the signal of interest is generally available, a phase shifter must be used in order to zero the phase difference between the reference signal and the signal of interest.

A simple implementation of the lock-in technique is shown in Fig. 20. Here, the phase shifter may change the phase difference between the reference signal and the signal of interest; the output of the phase shifter, \( C \), is passed through an inverter so that these two anti-phase control signals may drive the correspondent switches. As evident from Eq. 38, if the phase difference between the reference signal and the signal of interest is \( 0 \) or \( 180^\circ \), the signal \( v_R \) has a non-zero DC component which is proportional to \( V_{\text{00}} \); the DC component of \( v_R \) may easily be extracted by means of a suitable low pass filter.

Interestingly, lock-in amplifiers can be seen as very narrow filters with a central frequency \( f_0 \) and a quality factor \( Q \) which can be expressed as \( Q = (f_0 / \Delta f) \) where \( \Delta f \) is the bandwidth of the low pass filter. Obviously, the smaller the bandwidth of the low pass filter, the higher both the \( Q \) and the rejection of the disturbances; on the other hand, the complete system may not be faster than the low pass filter itself, so that a trade-off exists between the \( Q \) (which is related to the disturbance rejection) and the speed of the lock-in amplifier (in other words, an accurate measurement requires a long measurement time).

The SNR improvement achieved through the use of the lock-in amplifier is the ratio between the SNR at the output and the SNR at the input. This improvement can also be expressed as the square root of the signal source bandwidth divided by the equivalent noise bandwidth of the lock-in amplifier. The SNR at the output of the lock-in amplifier is given by the SNR at the input multiplied by the square root of the ratio between the noise bandwidth and the bandwidth of the low pass filter; as an example if the noise bandwidth is \( 10^4 \) Hz and the bandwidth of the low pass filter is \( 10^{-2} \) Hz, the S/N improvement is \( 10^3 \).

Finally, we mention that it is possible to conveniently integrate several basic lock-in functions into a single chip [92,93].

7.4. Measurement of low and high impedances

Here we describe two general techniques which are useful when the sensor impedances are very small (so that series parasitic resistances may not be neglected) or very high (so that shunt parasitic impedances may not be neglected). Although in the next section we shall discuss interfaces for resistive sensors in more detail, for simplicity, it is better to consider the simple interface shown in Fig. 22; in this interface the current \( I_0 \) is injected into the sensor resistance \( R_X \), thus producing a voltage

\[
v_{\text{IN,AMP}} = R_X I_0
\]  

(38)

at the input of the voltage amplifier. In practice, if the sensor resistance is very small (and/or the sensor resistance is far from the interface), the series parasitic resistances may not be neglected (see Fig. 23) and the input voltage of the amplifier becomes

\[
v_{\text{IN,AMP}} = (R_{P1} + R_X) I_0
\]  

(39)
It must be observed that the parasitic resistances $R_{P2}$ and $R_{P3}$ do not introduce any error; more accurately, this is, strictly, true if the op amp has zero input currents and the current source has infinite output impedance (it is generally possible to make sure that both these hypotheses are good approximations). It must also be noted that, even if, in principle one could “calibrate” the error due to $R_{P1}$, the variations of $R_{P1}$ (with temperature, humidity, ...) may still degrade the accuracy of the measurement.

A simple solution is the four-wires approach (also called Kelvin method) shown in Fig. 24. Here, due to the negligible input currents of the instrumentation amplifier $IA$ (which generally contains two or three op amps), the input voltage of the amplifier is exactly

$$v_{IN,AMP} = RX I_0 \tag{40}$$

The complementary problem is found when measuring very high impedances, as shown in Fig. 25; here a part of the current $I_0$ flows across the parasitic resistance $R_P$, so that the input voltage of the amplifier is

$$v_{IN,AMP} = \frac{RX}{R_P} I_0 \tag{41}$$

A convenient solution to this problem takes advantage of feedback and is shown in Fig. 26; here, both the shunt parasitic resistances must be considered because neither terminal of the sensor resistance is connected to ground; however, if, for simplicity, we consider an ideal op amp, the voltage at the negative input terminal of the op amp, $v_-$, is zero, so that the current through the sensor resistance is

$$i_{RX} = \frac{V_0}{RX} \tag{42}$$

Since there may be no current through $R_{P2}$ (because $v_-$ is zero), the current $i_{RX}$ entirely flows through $R_F$ and the output voltage of the op amp is

$$v_{OUT} = \frac{-V_0 R_F}{RX} \tag{43}$$

which does not depend on the parasitic resistances.

8. Case studies

8.1. Resistive sensor interfaces

Interfaces for resistive sensors generally use either a resistance to voltage conversion if the resistance variations are relatively small, or a resistance-to-period (or, equivalently, resistance-to-frequency) conversion if the resistance variations are very large (e.g. more than about 3 decades). As an example, platinum resistive temperature sensors typically exhibit rather low relative resistance variations. On the contrary, metal oxide resistive gas sensors may change their resistance by orders of magnitude as a consequence of physisorption, chemisorption and catalytic reactions (e.g. the interaction with oxidizing gases, such as NO$_2$ and O$_3$, increase the resistance of $n$-type metal oxides like SnO$_2$ and WO$_3$ [94], and decrease the resistance of $p$-type metal oxides like NiO and CoO [95,96]).

The Wheatstone bridge (Fig. 27) is a very simple circuit for converting resistance variations into a differential voltage signal; this method was proposed by S.H. Christie in 1833 and subsequently reported by Sir C. Wheatstone to the Royal Society (London) in 1858. In general, one or more resistors of the Wheatstone bridge may be sensitive to the measurand; in most practical cases there is only one sensor. The sensor resistance is generally placed in one of the four branches of the bridge; if, for a given value of the measurand, the bridge is balanced (i.e.
(R₁/R₃) = (R₂/R₄), so that the differential voltage \( V_{\text{out}} \) is zero), a variation of the measurand will unbalance the bridge. As a practical example, let us consider the Wheatstone bridge shown in Fig. 28; here there is only one sensor which has a resistance

\[
R₀(1 + x) = R₀ + xR₀
\]  

(44)

where \( R₀ \) is the base-line resistance, \( x \) the relative resistance variation, and \( xR₀ \) is the resistance variation. The differential output voltage of the bridge is

\[
V_{\text{OUT}} = V_{\text{REF}} \frac{x}{4 + 2x}
\]  

(45)

If the relative variation of the sensor resistance, \( x \), is small, there is an almost linear relation between the differential output voltage and the relative variation of the sensor resistance, as

\[
V_{\text{OUT}} = V_{\text{REF}} \frac{x}{4 + 2x} \approx V_{\text{REF}} \frac{x}{4}
\]  

(46)

It must be stressed that, depending on the definition, different expressions (and dimensional units) may be appropriate for the sensitivity of the same interface. As an example, the Wheatstone bridge shown in Fig. 28 may be regarded as a converter from resistance variation, \( xR₀ \), to differential voltage, with sensitivity given by

\[
\frac{\partial V_{\text{OUT}}}{\partial [xR₀]} \approx \frac{V_{\text{REF}}}{4R₀} \left[ \frac{\text{V}}{\Omega} \right]
\]  

(47)

However, the same Wheatstone bridge may be regarded as a converter from relative resistance variation, \( x \), to differential voltage, with sensitivity

\[
\frac{\partial V_{\text{OUT}}}{\partial x} = \frac{V_{\text{REF}}}{4} \left[ \frac{\text{V}}{\Omega} \right]
\]  

(48)

The use of more sensors in the Wheatstone bridge can increase the sensitivity and, eventually, improve the linearity; for instance, Fig. 29 shows a bridge with four sensors, which produces the differential output voltage

\[
V_{\text{OUT}} = xV_{\text{REF}}
\]  

(49)

which is perfectly linear with the relative resistance variations of the sensors, \( x \) (even for large resistance variations). In this case the sensitivities are, respectively,

\[
\frac{\partial V_{\text{OUT}}}{\partial [xR₀]} = \frac{V_{\text{REF}}}{R₀} \left[ \frac{\text{V}}{\Omega} \right], \quad \frac{\partial V_{\text{OUT}}}{\partial x} = V_{\text{REF}} \left[ \frac{\text{V}}{\Omega} \right]
\]  

(50)

In comparison with the simpler bridge shown in Fig. 28, the Wheatstone bridge using four sensors (Fig. 29) improves the sensitivity (by 4 times) and the linearity; however, in most applications it is difficult, or impossible, to find well matched sensor resistances which show an exactly opposite relative sensor resistance variations in response to the same measurand variation.

If necessary, a differential amplifier may be used for the differential-to-single-ended conversion and for increasing the sensitivity of Wheatstone bridges; clearly, the input currents of the differential amplifier introduce an error; for this reason an instrumentation amplifier is often considered. Fig. 30 shows a very simple circuit which, assuming an ideal op amp, performs
the differential-to-single-ended conversion and produces an output voltage
\[ V_{\text{OUT}} = -\frac{V_{\text{REF}}}{2} x \] (51)
which is exactly linear with the relative resistance variation. A detailed discussion of other interface circuits for resistive sensor bridges may be found in [4].

A Wheatstone bridge may also be interfaced by means of a charge-balancing A/D converter [97,98], thus saving chip area. Fig. 31 shows an alternative approach based on a digital to analog converter (DAC) that produces two complementary current sources: a current corresponding to the digital output and another one corresponding to the complementary digital input. Any imbalance of the bridge output exceeding the comparator threshold modifies the converter outputs through the up-down counter, so that the loop equates the input voltages of the comparator. The system output is the digital word present at the input of the DAC which keeps the bridge balanced [99].

It is also possible to convert the resistive variation into a period (or frequency) [100–103]. Fig. 32 shows a simple example [100,101]. The output frequency is linearly related to the resistive unbalance of a Wheatstone bridge, while the duty-cycle is independently controlled by a second sensor. Resistors \( R_1 \)–\( R_4 \) are the sensors while \( R_T \) represents the duty-cycle modulating element. Amplifiers \( A_1 \) and \( A_2 \) work, respectively, as the integrator and the hysteresis comparator of the relaxation oscillator.

An improvement of the bridge sensitivity can be obtained by means of “active” bridges; for instance, an ISFET sensor and three MOSFET devices have been used in place of standard resistors [104,105].

Current-mode electronic interfaces for resistive sensors may take advantage of current conveyors; in particular, the second generation current conveyor (CC-II) [106,107] is a three terminals analog building block (see Fig. 33) which is described by the equations
\[
\begin{align*}
\nu_X &= \alpha \nu_Y \\
i_Z &= \beta i_X
\end{align*}
\] (52)
where, ideally, \( \alpha \) is equal to 1 and \( \beta \) may be equal to 1 or \(-1\).

As an example, Fig. 34 shows the internal topology of an high performance CMOS CC-II [108]. Fig. 35 shows a CC-II-based resistive sensor interface [109] (the sensor is modeled by the resistance \( R_s \)). If the sensor resistance is
\[ R_S = R_{S0}(1 + x) \] (53)
where \( x \) is the relative sensor variation, the output voltage is
\[ V_{\text{OUT}} = \left( \frac{R_4 R_{S0} V_{\text{ref}}}{R_1 R_2} \right) x + \left( \frac{R_4 R_{S0} V_{\text{ref}}}{R_1 R_2} - \frac{R_4 V_{\text{off}}}{R_3} \right) \] (54)
The first term is linearly proportional to the relative resistance variation \( x \); although dynamic techniques for the compensation of both the input offset and \( 1/f \) noise voltages would also be possible, the second term in (54) might allow to cancel the offset without reducing the speed of the interface (though, as with any other static technique, time-varying errors such as drift and \( 1/f \)}}
noise might not be compensated). This interface has been tested using the commercial AD-844 as the CCII and a supply voltage of ±10 V; the sensitivity of the resistance variation to voltage converter has been set to 0.18 V/kΩ, so that the output range is sufficient for resistances ranging from 25 to 90 kΩ. Fig. 36 shows the gas sensor response (output voltage versus time) for different H₂ gas concentrations (from 8 to 850 ppm). Being the overall noise (evaluated on a band of 1 MHz) equal to about 1 mV, the resistance resolution is lower than 6 kΩ.

The interface has also been implemented in a CMOS system as shown in Fig. 37. In this case the sensitivity of the resistance variation to voltage converter is reduced to 16 mV/kΩ (because the supply voltages are 1.5 V, which are suitable for many low voltage low power applications).

The interfaces for resistive sensors which we have considered so far are only suitable for relatively small variations of the sensor resistances; however, in many practical cases the sensor resistances may change by orders of magnitude and/or the same interface must be used for the read-out of sensors with very different base-line resistances. A good strategy in these cases is to convert the resistance into a period (or, equivalently, into a frequency), so that scaling factors or high-resolution pico-ammeters are not required. A very simple interface which converts a resistive variation into a frequency is the bistable multivibrator shown in Fig. 38, which produces a square-wave waveform. Due to the limited speed of real op amps, the circuit is only suitable for relatively low frequencies (in the kilohertz range).
range or lower); the capacitance value determines both the frequency range and the circuit sensitivity.

Phase shifters may also prove useful for the resistance-to-period conversion. For instance, the phase shifter shown in Fig. 39 [110] is a delay circuit which employs the capacitance $C$ interposed between two inverter stages. If a square-wave input voltage $V_{\text{in}}$ is applied at MP1 and MN1 gates, the capacitor $C$ is charged and discharged with a ramp-type behaviour. The output voltage is a square-wave delayed with respect to the input by

$$T_D = \frac{(V_{\text{DD}} - V_{\text{SS}})C}{2I}$$  \hspace{1cm} (55)

where $I$ is the biasing current. Fig. 40 shows an interface which uses this phase-shifter for implementing an oscillator.

If the control voltage $V_{\text{control}}$ properly determines the biasing current of the phase shifter, the delay time becomes

$$T_D = \frac{R_1 + R_2}{R_2} C R_{\text{sens}} \left( 1 \pm \frac{R_1 + R_2}{R_2} \frac{|V_{\text{OS}}|}{V_{\text{DD}} - V_{\text{SS}}} \right)$$  \hspace{1cm} (56)

where $V_{\text{OS}}$ is the input offset voltage of the op amp. Connecting the input and the output nodes of the phase shifter as in Fig. 40, the oscillation period is

$$T_{\text{osc}} \approx \frac{2}{R_1 + R_2} CR_{\text{sens}}$$  \hspace{1cm} (57)

which depends on the sensor resistance $R_{\text{sens}}$. In this case, the resistances $R_1$ and $R_2$ determine the circuit sensitivity.

Figs. 41 and 42 show the schematic and the prototype of an improved resistance-to-frequency converter [111,112]. This circuit works for high dynamic range (DR) resistive sensor measurements and is able to estimate, with very high precision and excellent linearity, the sensor resistance $R_{\text{sens}}$ over seven orders of magnitude, and, eventually, the parasitic capacitance $C_{\text{sens}}$ of the sensor.

The circuit is constituted by two comparators, an inverting integrator, an inverting amplifier and an EX-OR digital logic block. Fig. 43 shows the voltage signals at the different nodes of the interface; the first comparator (Comp 1) generates a square-
wave signal with an oscillating period

\[ T = 4G C_1 R_{\text{SENS}} \left(1 - \left(\frac{C_{\text{SENS}}}{G C_1}\right)^2\right) \]  

which is linear with the sensor resistance.

In this circuit low offset, high slew-rate amplifiers are needed for keeping small the measurement errors [111]. If the product \(G \times C_1\) is much higher than the parasitic capacitance \(C_{\text{SENS}}\), the period may be approximated as follows

\[ T = 4G C_1 R_{\text{SENS}} \]  

The EX-OR gate generates a square-wave signal, whose duty-cycle depends on \(C_{\text{SENS}}\). It is therefore possible to estimate the parasitic sensor capacitance, through the second comparator and the EX-OR gate, according to the following expressions:

\[ C_{\text{SENS}} = G \times C_1 \times \frac{T_{C2} + T_{C4} - T_{C1} - T_{C3}}{2T_{C2} + 2T_{C4}}, \]

\[ R_{\text{SENS}} = \frac{T_{C2} + T_{C4}}{2G C_1} \]  

In some applications, traditional resistance-to-period conversion strategies are not acceptable. For instance, a smart device for environmental monitoring contains an array of sensors and a digital system which must perform complex data processing tasks (e.g. by means of a dedicated pattern recognition software) in order to detect the target gases and extract their concentration [113–115]. The base-line resistances of the sensors may typically vary from a small value (i.e. 200 \(\Omega\)) up to a very big one (i.e. 10 M\(\Omega\)); furthermore, the sensor resistance must be measured with a precision near to 0.1% in order to detect the different gases with a sufficient resolution (i.e. 1 ppm). These constraints would require, without any range compression, a linear front-end circuit with an impractical resolution (for a low cost implementation). Although an oscillator with a period related to the sensor impedance would solve this problem, it would be too slow. Another solution could be a compression for the \(R_{\text{SENS}}\) value; unfortunately, even if wide range is guaranteed by this technique, it is difficult to get an accuracy better than 1% [116,117]. Fig. 44 shows an alternative interface which, after calibration, grants a final worst case measurement with a precision (verified testing the silicon device) better than 0.1% in about 10 ms per sensor query, fast enough for allowing dynamic pattern recognition algorithms, which gather important information from the derivatives of the sensor responses. The desired resolution all over the required dynamic range has been satisfied by splitting the system scale in 10 sub-intervals, each of them with an operative width of about half decade. Calibration has been used to compensate the offset and gain error mismatch by means of two DACs which regulate, respectively, a programmable current sunk from virtual ground of the amplifier (for the offset error) and sensor bias voltage \(V_{\text{REF}}\) (for the gain error).

Fig. 45 shows the photograph of the sensor and Fig. 46 shows the microphotograph of the realized electronic interface chip [118–120]. The device has been characterized over the whole dynamic range, first, by testing separately every single one of the 10 partially overlapped scales and, then, by re-building the over 5 decades information correcting inter-scale offset and gain error mismatch. The relative error in the resistance value measurement, always performed over the complete 5.3 decades dynamic
Fig. 45. Microphotograph of the chemical sensor.

range, is shown in Fig. 47. Relative tested root mean square error for $R_{sens}$ value measurement is 0.024%. A typical ethanol concentration measurement realized with the described micro-module is shown in Fig. 48.

8.2. Thermal $\Sigma \Delta$ modulation for temperature control

As many physical, chemical, and biological quantities depend on temperature, temperature regulation is often necessary in sensors systems. An automatic temperature regulation system must comprise a temperature sensor, a thermal actuator and an electronic interface. As to the temperature sensor, there are several possibilities (e.g. temperature dependent resistors, bipolar junction transistors, etc.); in standard integrated circuits, in most practical applications, it is convenient to take advantage of the temperature dependence of the base to emitter voltage of bipolar junction transistors [39,46–48]. As to the actuators, if simplicity and low cost are main issues, “heating actuators” are far more practical than “cooling actuators” because any electronic device where power losses occur is an heater (e.g. resistors or transistors). In some cases the same resistor may be used both as a temperature sensor and as an actuator (e.g. in hot-wire anemometers, which use King’s law for estimating the flow velocity [121,122]). Recently, it has been shown that in various applications the so called thermal $\Sigma \Delta$ modulation (which was originally introduced for integrated flow sensors [121]) is a very simple and effective strategy for temperature regulation [123–125]; the basic principle of thermal $\Sigma \Delta$ modulation is schematically illustrated in Fig. 49; the comparator compares the output voltages of two temperature sensors (TS1 and TS2) which are in thermal contact with, respectively, the object whose temperature must be regulated and with the environment. Depending on the output of the comparator, the D type flip-flop enables or disables the heater. The equivalent electric low pass filter ($R_{TH}, C_{TH}$) models the thermal system (see Fig. 4) and acts as the integrator in the $\Sigma \Delta$ modulator (noise shaping). The desired
temperature may be fixed by properly selecting the voltage $\Delta V$; the flow velocity may be deduced from the (digital) output of the flip-flop.

As a first example, the standard method for DNA amplification (polymerase chain reaction, PCR) requires that a given DNA sequence is passed through proper thermal cycles. Nowadays the PCR is generally done by using macroscopic systems so that relatively large amounts of reagents and long analysis times are necessary. The costs may be strongly reduced by integrating the whole system within a single chip (Lab-on-Chip or DNA chip) [126]; clearly, the DNA amplification requires that the temperature of the chip be properly controlled. Here we describe a low cost user-friendly system [123] for the temperature control of the ST Microelectronics Lab-on-Chip (an industrialized version of this prototype is now commercialized by ST Microelectronics).

The ST DNA chip comprises integrated microchannels, resistive temperature sensors, heaters (resistors) and electrodes (required for the DNA detection), as shown in Fig. 50 (which also contains a photo of the first prototype of the temperature control system). Although in principle the electronic circuitry for the temperature control could be integrated on the chip itself, this would significantly increase the costs of the special process for fabricating the microchannels. An external temperature control system is therefore necessary for the read-out of the temperature sensors and for driving the heating and cooling actuators; the maximum allowed temperature error is $\pm 0.5 \, ^\circ C$; both the cooling and the heating rates must be larger than $10 \, ^\circ C/s$. The complete temperature control system must be connected to a PC by means of a ST7 microcontroller (see Fig. 51); the user may set the temperature and the duration of each step. In order to reduce the analysis time, the heating and the cooling should be as fast as possible; since the on-chip heaters may be supplied by large voltages, the heating may be very fast; on the contrary passive cooling would be too slow and some kind of active cooling (e.g. a fan) is necessary. In order to obtain the required accuracy, the sensors resistances are read out using a four-wires measurement. The inaccuracies of the current and voltage references used for the temperature measurement are compensated by comparing the sensors resistances and a high-accuracy resistor; this comparison automatically implements an autozero technique. A single, high quality differential analog to digital converter rejects the common mode disturbances; this is, however, not enough due to the extremely large currents (the peak currents are above 1 A) which drive the heaters and the fan, so that a careful layout is also necessary for keeping low the temperature measurement errors.

Fig. 52 shows some thermal cycles; the three temperatures correspond to annealing, synthesizing, and denaturation. Fig. 53 shows the temperatures measured in two different points of the
Fig. 52. Thermal cycles.

Fig. 53. Estimated temperatures in different points of the DNA chip with a nominal temperature equal to 94 °C; the temperature error is within the specs.

Fig. 54. Heating. Using a supply voltage equal to 12 V a heating rate above 10 °C/s may be easily obtained.

Fig. 55. Cooling. High cooling rates (up to 20 °C/s) may be obtained using an air compressor; a fan allows to achieve cooling rates in the order of 10 °C/s.

As another example, quartz microbalances (QMBs) are widely used as resonating sensors; since QMBs have significant cross-sensitivities toward the temperature, some sort of temperature regulation is generally necessary. The traditional approach for controlling the temperature of QMBs requires controlling the temperature of the chamber where QMBs are inserted; clearly, this method is rather inaccurate, slow, power inefficient, and not flexible. In fact, first, the thermal contact between microbalances and the gas chamber may not be satisfactory; second, the thermal time constant of the gas chamber may be much larger than the thermal time constant of the microbalance; third, the thermal mass of the gas chamber is much larger than the thermal mass of the microbalances; fourth, it is not possible to set different temperatures for different microbalances. All these issues may be solved by employing the modified quartz microbalance shown in Fig. 56 [124]; here an auxiliary terminal allows the top electrode to be used as a resistor; the resistor acts as a temperature sensor which is, first, in good thermal contact with the microbalance and, second, is characterized by a very small thermal mass. The same resistor is also used as the heater (hot-wire anemometer). In comparison with traditional solutions, this approach is more accurate, faster, cheaper, more flexible, and more power efficient. In order to take full advantage of the slightly modified quartz microbalance, a $\Sigma \Delta$

Fig. 56. Quartz crystal with an auxiliary terminal (B). The electrodes are constituted by a gold/chromium film whose thickness is about 1500 Å. The gold/chromium top electrode is used as a temperature sensor, heater, flow sensor and electrical contact for the resonator.
electronic interface may be used so that the QMB contemporarily acts as temperature sensor, flow sensor, heater, and resonator [124]; there is no detectable interference between the oscillator circuit and the $\Sigma\Delta$ interface. It should be mentioned that, as a unique advantage of this approach, the flow velocity is automatically measured by the QMB sensor itself; this is important as QMBs often show significant cross-sensitivities toward the flow velocity.

The simple circuit depicted in Fig. 57 constitutes the $\Sigma\Delta$ electronic interface: the feedback loop equates the ratios $R_A/R_B$ and $R_{\text{REF}}/R_{\text{Heater}}$; after calibration, this corresponds to keep the microbalance at a desired temperature. In practice, if $V_{S1} > V_{S2}$, the output of the comparator is low and, therefore, $M_1$ is switched on by the flip-flop D, thus heating the quartz, so that $R_{\text{Heater}}$ increases (metal resistors have positive temperature coefficients). On the contrary, if $V_{S1} < V_{S2}$, the output of the comparator is high and, therefore, $M_1$ is switched off by the flip-flop D. The resistance $R_{\text{AUX}}$ allows both a reliable start up and a reliable comparison (between $V_{S1}$ and $V_{S2}$) when $M_1$ is off. Although this solution is extremely simple, an important trade-off exists. On the one hand, a non-zero current will flow through the top electrode even when $M_1$ is off and no heating is desired; in order to keep this current small, $R_{\text{AUX}}$ must be enough large. On the other hand, when $M_1$ is off, an accurate comparison between the voltages $V_{S1}$ and $V_{S2}$ requires that $R_{\text{AUX}}$ be enough small. In practice this is not an issue for some applications; eventually, this trade-off may be eliminated by patterning two different resistors (temperature sensor and heater) on the top electrode of the QMB (this, however, requires at least an additional auxiliary terminal). Fig. 58 shows the output voltage of a thermocouple which has been placed in good thermal contact with the quartz microbalance when different temperatures are set by the temperature control system (the slow response is due to the low pass filter of the circuitry for the read-out of the thermocouple; the speed response of the temperature control system may be accurately simulated by means of an appropriate equivalent electric circuit [124]).

New methods and devices for the magnetic field measurement either for electrical instrumentation or compass devices have been proposed in recent years. New topologies of planar integrated micro-fluxgate [127,128] have been presented, which allow small dimensions and low power consumption. Developments are expected especially in terms of new processes for the deposition of the magnetic core. A solution to realize the fluxgate magnetic sensors could be the RF magnetron sputtering, which allows to create very thin magnetic cores (about few micron) with suitable magnetic properties. A magnetic material with both small geometrical dimensions and high magnetic permeability is the key issue to achieve magnetic sensors with low power consumption. On the other hand, standard CMOS technologies have already demonstrated their potential for implementing low power and small area devices, and for interfacing standard magnetometers (usually realized on PCB structures [129]) or other sensors, such as gyroscopes or accelerometers. An important goal is to combine the benefits of both technologies for the fabrication of a planar magnetometer, depositing the ferromagnetic material on top of the electronics (on the same die). In order to compete with classical magnetometers, the integrated devices must have comparable performance, in addition to the main features of standard IC products.

In order to take full advantage of this approach (low power consumption and small area occupation), an integrated CMOS front-end circuit is necessary; although for our application a microsystem approach has been preferable, this CMOS circuit would also be useful for the micromodule approach. Indeed, if the magnetic sensors previously mentioned will be realized in a separate die it is quite easy to bond together the dies and attach them on the same substrate. In literature, front-end circuits for fluxgate sensors are typically based on a sinusoidal or pulsed excitation [130].

The approach adopted in the proposed circuit, instead, exploits a triangular current to feed the excitation coil and a synchronous demodulation for reading out the voltage induced in the sensing coils. This solution represents a trade-off between the low-noise performance achieved with sinusoidal excitations...
and the simple implementation of solutions based on pulsed excitation [131]. The front-end circuit can be divided in three main blocks: the timing block, the excitation block and the read-out unit. The timing block is common to the other two and provides the synchronization of the entire system. The block diagram of the entire microsystem is shown in Fig. 59. The circuit has been realized in a standard 0.35 \( \mu \)m CMOS process, with two poly, four metals, 5 V devices and high resistivity polysilicon [132,133].

Photographs of the chips containing the sensor and the read-out circuit are shown in Figs. 60 and 61, respectively.

A typical measurement obtained rotating the sensor in the Earth magnetic field is shown in Fig. 62.

8.4. Biaxial accelerometer

Single-axis linear accelerometers are widely used. However, a number of recently developed applications require biaxial accelerometers, which detect the acceleration in two orthogonal axes (i.e. on \( x \)- and \( y \)-axis). All of these applications are characterized by similar specifications and, in particular, small bandwidth (in the order of few tens of hertz) and high sensitivity. The considered biaxial accelerometer is composed of a biaxial linear acceleration sensor and an electronic interface circuit included in the same package.

The biaxial acceleration sensor is realized with silicon micro-machined MEMS technology and uses a single proof mass to detect the acceleration in both the \( x \) and \( y \) directions. The device realized with this technique is efficient because it provides a very accurate 90° angle between the two linear sensors, thus
allowing better performance in comparison with devices based on two separate single-axis sensors.

The micromodule approach allows to separately optimize the sensor and the interface since they can be realized in different technologies. The use of a single technology typically results in stringent trade-offs in the design of sensor and electronics. On the other hand, the cost of the choice of using different technologies is the larger parasitic input capacitance, which requires higher power consumption to reach the same dynamic range. The above considerations motivate the higher power consumption of this device realized with a two-chip solution in comparison with single-chip solutions.

The overall block diagram of the proposed biaxial linear accelerometer is shown in Fig. 63. The processing channel consists of: a biaxial acceleration sensor, which is driven by a voltage reference and drives a main switched-capacitor amplifier (MSCA). The output of the MSCA is fed into a low pass SC filter whose differential output is converted to single-ended one with an instrumentation amplifier block. All the operations are controlled by clock phases generated by an on-chip oscillator. For the overall processing chain, an open loop architecture has been used since it allows a large dynamic range to be achieved even in presence of a lossy sensor.

The biaxial MEMS-based sensor is a surface micromachined based polysilicon structure implemented in a process called THick Epitaxial Layer for Micromotors and Accelerometers (THELMA) [134,135], specifically developed for the realization of inertial sensors (angular, linear accelerometers and gyroscopes).

The equivalent electrical circuit of the biaxial sensor is shown in Fig. 64. The true sensor capacitances (whose variations have to be measured) are $C_{s1x}$ and $C_{s2x}$ for the $x$-axis, and of $C_{s1y}$ and $C_{s2y}$ for the $y$-axis. All the other impedances in the scheme are parasitic elements in the MEMS-based sensor implementation. When a linear acceleration is applied to the sensor, the proof mass displaces from its nominal position, causing an imbalance in the sensor capacitive half-bridges of $C_{s1x}$ and $C_{s2x}$ for the $x$-axis, and of $C_{s1y}$ and $C_{s2y}$ for the $y$-axis. The interface circuit chip translates these minimal capacitance changes into calibrated analog voltages at the output pin proportional to the proof mass movement, and hence to the applied acceleration.

The capacitive imbalance is measured using charge integration [136,137] in response to a fixed voltage pulse applied to the sense capacitors. The interface circuit can then be implemented by using switched-capacitor techniques. The complete signal processing chain uses a fully differential structure to improve system performance robustness. The unbalanced sensor capacitance...
tance features a full-scale (FS) signal value (for a ±1 g full-scale acceleration) of ±10 fF. This is superimposed to a DC-value for \( C_{s1x}, C_{s2x}, C_{s1y}, \) and \( C_{s2y} \) of about 1 pF. A single pulse waveform is applied to both capacitors of the sensor in order to avoid mismatches. The reference voltages control the amplitude of the applied pulse. The resulting charge is injected into the virtual ground of the MSCA. This block has very stringent requirements in terms of noise, which can be satisfied using large input devices and a high input stage current level. This results in the main contribution to the total area and power consumption. To reduce this contribution, we have to use a single MSCA, which is time shared between the two (x-axis and y-axis) measurement chains, as shown in Fig. 63. Notice that since a single proof mass is used for both x- and y-axes acceleration measurement, when the measurement on an axis is active, the measurement on the other axis has to be disabled. This makes useless a read-out architecture with one MSCA for each axis. The multiplexer (MUX) and the demultiplexer (DEMUX) in the scheme are implemented in the digital part by producing suitable driving signals for the switches and not using additional series switch which could be detrimental for the system performance. The offset and 1/f noise of the MSCA is also cancelled through the only-passive correlated-double-sampling (CDS) structure implemented at its output nodes. This solution has been preferred to other ones implemented at the operational amplifier input nodes due to its higher robustness with respect to parasitic capacitance and charge injection.

The fully integrated switched capacitor filter (SCF) implements a 30 Hz cut-off frequency with only 0.6 mm² of capacitor area. In other solutions, this filtering is implemented with external RC filters increasing costs and external components count. In addition, the SCFs guarantee the accuracy of the transfer function, which allows optimizing the chain performance in order to slightly increase the chain resolution.

Regarding the architecture of the system, the SCFs have not been included in the time-shared section because their output samples have to be continuously available for the following continuous-time differential-to-single-ended converter. In the case of using a single time-shared SCF, the SCF output should have to be sampled and held with two S&H blocks. Therefore, no considerable power consumption and area saving would be achieved. In addition, the single SCF should operate with a double sampling frequency, increasing the power consumption.

The complete device in standard operation needs only five pins (VDD, GND, Out-X, Out-Y, and a pin for testing purpose). This is possible thanks to the on-chip generation of reference voltages/currents and of the reference frequency. The overall device reference voltages are generated on chip using a resistive string connected between the supply rails. This ratiometric solution reduces the dependence of the performance from temperature. A fully integrated oscillator whose nominal resonance frequency is 1 MHz generates the reference clock for the entire device. From the output waveform proper clock phases for the MSCA and for the SCF are obtained.

The electronic interface circuit has been fabricated in a 0.5 μm CMOS technology, resulting in a die size of (2.60 mm × 2.84 mm). From a single 5 V supply it consumes 45 mW.

Fig. 65 shows the electronic interface circuit chip microphotograph [138]. The interface circuit (on the right hand side) is assembled with the biaxial mechanical sensor (on the left hand side) in a standard SO24 plastic package, as shown in Fig. 66.

The measurements have been performed on a linear shaker controlled by a personal computer running the evaluation software. A reference commercial linear accelerometer was used to calibrate the system. The characterization software was performing the measurements on all the relevant device parameters. In addition, all the trimming procedures have been implemented and all the data were collected before and after the poly-fuses trimming process. The device is able to measure acceleration in the range \([-1 \, g, +1 \, g]\), which corresponds to a full-scale of 2 g. The output noise floor is about 26.1(μg/√Hz), which corresponds to a total output noise of 200 μg. The two main parameters of the device are the sensitivity and the ratio between the full-scale and the minimum detectable signal (mDS). These parameters for several samples are plotted in Fig. 67a and b, respectively. The parameters appear to be centered on the mean values of 2 V/g for the sensitivity and of 80 dB for the ratio.
Fig. 67. (a) Device sensitivity and (b) DR for several samples of the biaxial accelerometer.

FS/mDS. In addition, the distribution of sensitivities is showing a spread, which is less than 2.5%. This corresponds to a minimum detectable capacitive change of about 2 aF.

8.5. Oscillators

Resonating sensors are widely used in a variety of measurement systems [139–149]. The most accurate way for extracting information from a resonating sensor is to measure its impedance as a function of the frequency; this kind of measurement traditionally requires a bulky and expensive network analyzer. Although it has been shown that the impedance of a resonator can be analyzed (at frequencies close to the resonant frequencies) by means of a variable frequency (voltage controlled) oscillator [141], it is still too complex and expensive for most applications. A convenient solution in such cases is to include the resonator as a part of an oscillator and to use the oscillating frequency as the sensor output signal. In comparison with high performance resonators for oscillators, resonating sensors typically have a much lower Q; in fact, in order to achieve a high sensitivity, resonating sensors with higher oscillating frequencies are generally preferred (though they have lower Q values); moreover, some types of coating significantly reduce the Q of the resonator; in some cases the resonator may even be in contact with liquids [142–145], resulting in very low Q.

The reduced Q of a resonator potentially makes the oscillating frequency of the complete oscillator more sensitive to circuit parameters and interfering signals such as the temperature and the supply voltage. In practical oscillators, for the oscillations to build up, there must be two poles of the system, at the start up phase, with a positive real part; this condition leads to oscillations whose amplitude increases with time; if there is no automatic gain control, the amplitude of the oscillations will be limited by the non linearities of the circuit. Since, in general, non linearities may exhibit a complex dependence on both the supply voltage and the temperature, some sort of automatic gain control is often employed [150,151].

A simple circuit for resonating sensor is the three points oscillator shown in Fig. 68 (dynamic circuit). If, according to the Butterworth-Van Dyke model, we approximate the resonator by means of the shunt connection of a capacitance C_P and of a series RLC resonator (R_S, L_S, C_S), assuming an ideal automatic gain control circuitry, and using the useful approximations proposed in [150], the g_m value may be found as follows

\[ \alpha = C_P^2 C_{12}^2 R_S, \quad \beta = -C_1 C_2 C_{12}, \]
\[ \gamma = \omega_S^2 C_2^2 (C_P + C_{12})^2 R_S \]
\[ g_m = -\frac{\beta - \sqrt{\beta - 4\alpha \gamma}}{2\alpha} \]
so that the oscillating frequency will be [152,153]

\[ f_0 = \frac{1}{2\pi} \left( -\frac{Y}{2L_S} + \sqrt{\frac{Y^2}{4L_S^2} + \frac{1}{L_S C_S}} \right), \]
\[ Y = \text{Im}[z_{CX}(fs)] \]
\[ = \left( -\frac{1}{2\pi fs} \right) \frac{[g_m^2 C_{12}^2 C_P + \omega_S^2 C_2^2 (C_P + C_{12})]}{[g_m^2 C_P C_{12} + \omega_S^2 C_2^2 (C_P + C_{12})^2]} \] (62)

where
\[ C_{12} = \text{series}(C_1, C_2) = \frac{C_1 C_2}{C_1 + C_2} \] (63)

From this expression it is clear that, even with an ideal circuit for automatic gain control, the oscillating frequency does not depend only on the parameters of the resonating sensors. For this reason, in some applications, different approaches may be preferable. As an example, Fig. 69 shows a PTAT oscillator [153]; in this circuit the existence of non linear phenomena is accepted (no automatic gain control is employed), but a proper

![Fig. 68. Three point oscillator (dynamic circuit).](image)
biasing strategy easily makes the sensitivity toward supply voltage variations negligible and greatly reduces the sensitivity toward temperature variations [153]. In practice the bandgap circuit generates the PTAT current for biasing $Q_5$ (which acts as the $v-i$ converter of the three points oscillator); the capacitor $C_3$ dynamically short circuits the emitter of $Q_5$ to ground and the inductor $L$ dynamically disconnects the collector of $Q_4$ from ground. $Q_{SU}, C_{SU}, R_{SU1}, R_{SU2},$ and $R_{SU3}$ implement the start up circuit. For proper operation, the transistors $Q_1, Q_2, Q_3$ and $Q_5$ must be well matched and at the same temperature; both these conditions are well satisfied if all those transistors are integrated in the same chip (in this case good matching is possible and the high thermal conductivity of silicon makes sure that all the transistors are at, approximately, the same temperature). If the electronic interface cannot be integrated, a low cost discrete realization is also possible by using a transistor array (i.e. a chip containing a number of well matched transistors). The circuit has been implemented by using a transistor array CA3046. The variation of the oscillating frequency with the voltage supply, for a 20 MHz (i.e. low $Q$) quartz gave a very low 0.02 ppm/V variation, as shown in Fig. 70; this value is even lower than results (0.05 ppm/V) obtained with automatic gain control and lower frequency (i.e. higher $Q$) quartzes [150]. As to temperature variations, the CA3046 chip has been heated up by means of a heater in thermal contact with the chip; the temperature of the chip was controlled by measuring the PTAT biasing current; during the measurements, the chip was thermally isolated from the quartz (which was kept at room temperature).

In order to verify the importance of keeping constant the $g_m$ value (i.e. using a PTAT collector current), we have compared the thermal stability of the proposed circuit with that of a standard oscillator that uses a biasing collector current almost independent on temperature (instead of PTAT). Fig. 71 confirms that a significant improvement is obtained if $g_m$ is kept as constant as possible, as it is done in PTAT oscillators.

Fig. 69. PTAT oscillator.

Fig. 70. Frequency variation vs. supply voltage for the PTAT oscillator.

Fig. 71. Measured frequency variation vs. temperature for the PTAT oscillator (dotted line, upper curve) and for a classic oscillator (dashed line, lower curve).
9. Conclusions

In this paper, we have defined smart systems as those systems which are designed by humans and, though non-intelligent, somehow mimic an intelligent behaviour; then, we have shown that sensors, actuators, and electronic interfaces, are at present the necessary and most relevant building blocks for smart systems. A coherent set of definitions which can be applied to sensors, transducers, and electronic interfaces has been given. Depending on the application, electronic interfaces must meet stringent specifications (noise, voltage supply, power consumption, speed, interferences rejection, cost, reliability, etc.); all these specifications may, in practice, be regarded as design constraints for achieving a predefined accuracy and precision. We have also shown how non-electrical systems may be conveniently modelled by means of equivalent electric circuits; this is an important step for the design of high accuracy and high precision electronic interfaces. Additionally, we have discussed how to identify the most appropriate technology; this choice has a big impact on the design, the performance and the cost of the system, as both the microsystem and the micromodule approach have their merits and their limits with respect to accuracy, precision, reliability, cost, protection against aggressive environment, etc. Moreover, we have shortly reviewed some of the most important techniques for the design and implementation of high accuracy and high precision electronic interfaces, such as feedback, lock in, four wires measurements, etc. Finally, a few case studies have been illustrated.
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