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Abstract—This brief presents the architectural concept of an optimal subranging ADC, obtained with the cascade of a Flash and a SAR, which is also explored through its practical design and experimental confirmation. The solution doubles the optimal speed of operation of the SAR ADCs at the relative low power cost of a low-resolution Flash. The digital correction method and a capacitor-based DAC ensure nondemanding requirements for the Flash. The effectiveness of the architecture is verified in a 90-nm CMOS chip whose active core area is 0.64 mm². The ADC obtains a peak SNDR of 51.8 dB and SFDR of 63.4 dB at 90 MS/s consuming 13.5 mW from a 0.9-V supply. Measured DNL and INL are 0.87 LSB and 1.55 LSB, respectively.

Index Terms—Analog-to-digital converter (ADC), digital error correction (DEC), Flash ADC, SAR ADC, subranging ADC.

I. INTRODUCTION

The fast shrinking of CMOS process technologies increases silicon capacity, diminishes supply voltage, allows higher complexity, boosts operating speed, and reduces power. However, low voltage challenges high-performance analog interfaces, especially analog-to-digital converters (ADCs).

This brief addresses the requisite of architectures that demand moderate resolution and high sampling rate ADCs [1]–[3]. Examples are handheld equipments for wireless like WIFI (IEEE 802.11) and WIMAX (IEEE 802.16) or cellular communication systems like WCDMA, CDMA2000, and TD-SCDMA. Since portable terminals demand long battery-operating times, the optimal ADC must be power efficient in terms of low supply voltage. SAR ADCs, mainly used for low-speed applications [4], execute quite efficiently the quantization at low supply voltage. Plus, technology evolution enables the speed enhancement because comparators are faster and digital logics complete the SAR algorithm quicker. Therefore, it is possible to obtain medium-resolution converters at high speed with very high power efficiency.

II. CHOICE OF ARCHITECTURE

A/D conversion is obtained with many algorithms. For obtaining power effectiveness, what often matters is not inventing new methods but finding the best use of known algorithms and achieving the optimum for the foreseen technology and the given specifications. High speed and medium-to-high resolution normally call for pipeline, two-step, or subranging schemes. The basic building blocks are the track-and-hold, the comparator, and the op-amp.

With medium resolution, the input track-and-hold is a source follower with passive sampling. Clock feedthrough is minimized with dummy elements and body effect is cancelled out by connecting the source and substrate. The power depends on the capacitive load that, in turn, is proportional to the number, \( N \), of comparators served by the T&H. Since \( g_m/C_L \) is the relevant parameter, the power increases with the square of \( N \).

The power of the comparator depends on the resolution. For several tens of mV, just a latch makes the comparator. For resolutions from ten to few tens of mV, however, it is necessary to use a simple preamplifier before the latch. With resolutions below 10 mV, on the other hand, the preamp gain must be relatively large with the need of auto-zero or calibration techniques to keep the offset below the resolution [6].
In general, the power consumption of an op-amp is high, equivalent to the amount drawn by several comparators (about 10 or even more), which is traded for the fast settling and high accuracy of the residue generation in the pipeline schemes. A quantitative comparison between architectures must take into account the effective power consumed by the building blocks. For 90-nm CMOS technology, all architectures with one or more op-amps are power expensive. Even if the op-amp can be scaled along the pipeline, the quantitative estimation for various pipeline architectures leads to large power, and the same applies to the two-step scheme. Thus, we focused on the subranging scheme without the residue amplifier.

Typical subranging ADCs [7] do not generate the residue, but they identify a set of fine references around the range of the sampled input voltage to convert the fine code. The fine reference voltages for the fine comparators are connected through the MUX switches to the appropriate internal tap points within the selected coarse segment of the reference ladder by the quantized coarse code. As a result, a large fan-out of the MUX switches is required, and they may cause large parasitic, limiting the speed of quantization. Based on this, we choose to quantize the fine code through the residue generated by the subtraction of the held input, in the capacitive DAC array, following the principle of switched-capacitor charge redistribution.

Three different schemes of subranging ADC with 9-bit (10 – 1 bit for digital correction) and an expected sampling rate of 90 MS/s were compared. Two of the schemes use the cascade of two Flashes (FL-FL) and the third is a Flash plus a SAR (FL-SA), whose timing definition is shown in Fig. 1. The first FL-FL scheme utilizes the same time for the two Flashes, and then the quantization period of the first scheme becomes $2 \cdot T = T_S/3$, where $T$ and $T_S$ represent the period of one SAR conversion cycle and the quantization period of FL-SA, respectively. In addition, the second FL-FL scheme employs a longer conversion time in the second-stage Flash (same as the SAR). As the second-stage Flash requires a much higher resolution than the first-stage, even with the digital correction technique, the overall energy efficiency can be improved by allowing a longer conversion time to balance the power consumption in the two stages.

The power estimation performance uses heuristic equations that account for the power of the T/H, the comparators, and the resistive reference generator. Speed-accuracy prerequisites impose specific values for the transconductances, which provide the transistor bias currents assuming a given overdrive voltage ($I_D = g_m V_{ov}/2$). The results summarized and shown in Fig. 2 show that the FL-SA scheme obtains the best performances, even if only the comparators’ energies are counted in the FL-FL ADCs. The power of FL-SA ADC has its minimum with both 5-bit in the Flash and the SAR, where the architecture’s advantage is manifest for the used technology and given specifications. However, different conditions possibly favor other schemes. Actually, this is what happens with more traditional schemes enjoying a given optimum range of utilization.

### III. Architecture Description

The result of the previous section leads to the architecture of Fig. 3, which is a (5 + 5 – 1)-bit Flash-SAR subranging ADC. It includes a 5-bit first-stage Flash ADC, a 5-bit first-stage DAC (first-DAC), a 5-bit second-stage SAR ADC with an embedded N-bit second-stage DAC (second-DAC), a front-end track-and-hold amplifier (T/H), which samples the input signal for both Flash and SAR, and an on-chip reference ladder to charge/discharge the first-DAC and the second-DAC.

The digital error correction relaxes the requirement of Flash comparators in the coarse stage. Moreover, the offset of the SAR comparator is not critical as it is just required not to saturate the quantization range in the fine stage. Accordingly, the largest error allowed for the FL-SA ADC to tolerate the Flash and SAR comparators’ offsets with 1-bit overlap in the digital error correction is given by

$$
\varepsilon_{FL-SA} = \sqrt{\varepsilon_{\text{FL}}^2 + \varepsilon_{\text{SA}}^2} = \frac{V_{FS}}{2^{5+1}}
$$

where $V_{FS}$ is the dynamic range of the FL-SA ADC and $\varepsilon_{FL}$ and $\varepsilon_{SA}$ are the random offset errors of Flash and SAR comparators, respectively. If the Flash and SAR comparators are designed with the same matching tolerance, i.e., $\varepsilon_{FL} = \varepsilon_{SA}$, then the largest offset of Flash and SAR comparators can be given by

$$
\varepsilon_{FL} = \varepsilon_{SA} = \frac{V_{FS}}{2 \cdot 2^{5+1}}.
$$

To quantify the power consumption and performance of the FL-SA scheme of Fig. 3, its building blocks have been designed...
assuming a 0.9-V supply voltage, 9-bit resolution, and 90 MS/s sampling rate. The technology used in the implementation is a conventional 90-nm CMOS process with multiple metal and MIM capacitors. The design details of this technology is presented next.

A. Clock Diagram

The proposed converter is controlled by 6 phases generated from a main clock, as shown in Fig. 4. The phase, \( \Phi_{TK} \), determines the tracking of the input voltage. It is followed by the hold, during \( \Phi_{H,FL} \), for the Flash section. The phase \( \Phi_{LT,C} \) drives the latches of the Flash. \( \Phi_{H,SA} \), that coincides with \( \Phi_{H,F,L} \), and stores the held input signal on the first-DAC. During \( \Phi_{MSB} \), the held input is subtracted to generate the residue on the first-DAC by the coarse 5-bit MSB from the Flash. Finally, \( \Phi_{SAR} \) controls the SAR operation. The signal from the track-and-hold is not necessary after the storing of the held signal on the Flash section and first-DAC, so it is switched off for sparing power. The clock generator uses a suitable inverter chain to get the main phases and consumes a reduced amount of power.

B. Track-and-Hold Amplifier

A T/H suitable for this design is the power-scalable proposed in [8]. It includes an adaptive power controller for regulating its bias current. It is also used to avoid drawing static power when the T/H is idle during the SAR conversion phase. Since the T/H’s working time frame is much smaller than the whole conversion period, the method allows large power savings. The value of the sampling capacitor \( C_S \) is 500 fF to render the \( kT/C \) noise contribution negligible. The bandwidth of the T/H is optimized to drive about 2 pF loading capacitance, which is equivalent to the first-DAC capacitive array and the input parasitic capacitance of the Flash comparators.

C. Flash ADC

A well-known technique that allows minimum power is interpolation, which is used in the 5-bit Flash that employs 16 preamplifiers with 32 interpolating dynamic latches, as shown in Fig. 5. The preamplifier of Fig. 6(a) is a single-stage differential amplifier with resistive load. The preamplifier, whose gain is around 10, is used also for limiting the kickback of the cascaded dynamic latch [9], as shown in Fig. 6(b). The converter uses auto-zero [6] to reduce the comparators’ offsets and to keep the common-mode voltage of the preamplifier input at an optimum value. As mentioned in Section II, the largest offset allowed for the Flash and SAR comparators with 1-bit overlap in the digital error correction is 6-bit. The transistors’ dimensions in the comparators are designed to suppress sufficiently the dominating offset, implying that these will be also insensitive to the input-referred noise. Each dynamic latch in the Flash is connected with a NAND-gate based SR latch to lock quickly the regenerated output from the comparator. Bubble error correction logic removes sparkles from the thermometer code. Finally, there is a thermometer-gray-binary encoder to transform the thermometer code to a 5-bit binary code.

D. Residue Processing and Capacitive DAC Arrays

After determining the MSB, it is necessary to generate the residue from subtracting the held input, which can be obtained from the first-DAC of Fig. 7 that is capacitance-based and uses the charge redistribution principle. The second-DAC (also capacitance-based) operates together with the SAR to approximate the residue into the fine code. Both DACs are differential, binary-weighted capacitor arrays. The value of the unit capacitance \( C_U \) is 50 fF, which is enough to render the \( kT/C \) noise negligible. Moreover, the total capacitance of the first and second differential DACs is 6.4 pF. The simulation result shows that the matching between the capacitive DACs approached a 10-bit resolution. The capacitor arrays of the two DACs, shown in Fig. 7, use two different differential pairs with reference
voltages $V_{R1P}$, $V_{R1N}$, $V_{R2P}$, $V_{R2N}$, which are provided by the same on-chip reference ladder, avoiding the division error between two sources of reference generation. In fact, each tap resistor of the ladder is paralleled by a great quantity of large-size ($2 \mu m \times 10 \mu m$) unit resistors $R_U$ (shown in Fig. 3) to diminish the process mismatch. Thus, the precision of the on-chip reference ladder has been designed to surpass 10-bit. The references $V_{R1P}$ and $V_{R1N}$ for the first-DAC are equal to those used in the Kelvin divider of the Flash. Since the references $V_{R2P}$ and $V_{R2N}$ for the second-DAC must resolve the last 5-bit, their values correspond to $1/16$ of the dynamic range. Besides, the analog switches are implemented with the Standard-VP MOS and NMOS transistors in a CMOS configuration and their dimensions are designed large enough to minimize the on resistances.

The reset of the capacitive array of the second-DAC occurs at $\Phi_{H,SA}$ when the capacitive array of the first-DAC samples the input. The operation is done through a replica of the T/H scaled to match the loads. The choice equalizes the sampling conditions of the first-DAC and the second-DAC. Also, the voltage $V_{ICM}$ (provided off-chip) at the input of the scaled T/H should give an equal output common-mode voltage $V_{OCM}$ to the main T/H.

### E. SAR ADC

In the proposed FL-SA A/D converter, the SAR must convert the difference between the second-DAC and the first-DAC used to generate the residual. The difference is performed at the input of the SAR comparator that uses four input terminals, as shown in Fig. 8. There are two differential pairs with resistive loads to implement the preamplifier, and its outputs drive the dynamic latch. A switch $SwP$ resets the preamplifier every successive approximation cycle and the operation recovers from overdrive and eliminates the memory effect. The two differential input pairs of the preamplifier are connected to the top plates of the differential first-DAC and second-DAC. Then, the equivalent input voltage of the preamplifier becomes $(V_{1P} - V_{1N}) - (V_{2P} - V_{2N})$, where $V_{1P} - V_{1N}$ is the subtracted residue of the coarse step and $V_{2P} - V_{2N}$ is the successive approximated voltage of the SAR from bit-cycling.

### F. Self-Timing SAR Logic and Digital Output

The SAR operates with a self-timing control. The self-timing SAR logic provides the command to the comparator when the bit is likely determined. This avoids the extra clock for the phase $\Phi_{SAR}$ but just uses $\Phi_{MSB}$ to trigger and start the SAR operation. Therefore, the scheme of Fig. 9 uses a pulse generator, shift registers, a conversion detector, and bit registers to obtain the self-timing SAR logic. After the coarse quantization by the Flash, the pulse generator, which is a self-trigger inverter chain loop, produces the self-timing strobe phase $\Phi_{SAR}$ and activates the shift registers to generate multiple shifted clocks CLK1 to CLK5, switching the bit registers. The pulse generator was tested with a process corner simulation to verify its circuit function.

The self-timing operation can be impaired by a possible meta-stability of the comparator. To avoid this effect, the pulse generator is made independent of the SAR comparator output by using the conversion detector described in [10]. The circuit verifies a meta-stability state of the comparator and, in case there is a meta-stable condition, it brings high the output of the conversion detector. This does not correspond to an error because it is supposed that the input is close to the threshold by less than half LSB. The solution is different from the asynchronous scheme used in [11], where each asynchronous bit-cycling clock phase is generated by the preceding bit comparison. Exactly, the asynchronous clock phase generation from [11] is triggered through the NAND gate of the comparator differential output while there is a decision in the comparator. However, there is a risk of the NAND gate not being able to provide a transfer condition while the comparator’s outputs appear to be the same in a meta-stability state. As a result, the following bit-cycling clock phases of the comparator become weaker and weaker; worse, it can even vanish once the comparator is meta-stable.

The results of each SAR cycle are stored in the switch-driving bit registers [10]. The block also ensures a fast charging path from the comparator to the second-DAC. The final SAR registers contents are used for digital error correction and are combined with the MSB to build the overall output code.
IV. EXPERIMENTAL VERIFICATION

The proposed FL-SA ADC was simulated and fabricated in a 90-nm single-poly 9-metal (1P9M) CMOS process and the chip micrograph is shown in Fig. 10. The active core area of the circuit is 0.64 mm². The reference ladders of the ADC are implemented with nonsilicide P+poly resistor. The routing wires connecting unit capacitors are laid out symmetrically to balance parasitic capacitances. The layout uses inter-digitized and common-centroid techniques [6]. Moreover, the signals travel over balanced fully-differential paths throughout the entire chip.

The measurements show that the converter works properly as predicted in the design, especially when consuming the expected power, and it is fully functional up to 9-bit 90 MS/s while operating with a 0.9-V supply. Fig. 11 shows the output FFT spectrum for a 0.9 Vp-p 1.9 MHz input signal while the peak SNDR/SFDR and THD are 51.8/62.5 dB and 62.5 dB, respectively. Fig. 12(a) and (b) shows the measured SNDR, SFDR, and THD versus input and clock frequencies. The curves, meanwhile, show that the effective resolution bandwidth (ERBW) is about 30 MHz. Fig. 13 shows the measured DNL and INL, respectively. Fig. 12(a) and (b) shows the measured SNDR, SFDR and THD (a) versus input frequencies at f_S = 90 MHz. (b) versus sampling frequencies at f_S = 1.9 MHz.

V. CONCLUSION

The competitive power consumption performance of a SAR architecture has been extended with a subranging architecture using a Flash in front of the SAR. The SAR speed limit doubles by reducing the accuracy from 9 bit to 5 bit. The overall resolution is then restored by a 5-bit Flash. The use of the digital correction technique costs one bit but relaxes the specifications of the Flash. The experimental verification of this design demonstrates the following benefits: low supply voltage, 0.9 V, reaching 9-bit at 90 M/s Nyquist ADC with a conventional 90-nm CMOS technology and total power consumption as low as 13.5 mW. The Figure-of-Merits (FOMs), defined as FOM1 = Power/(2^ENOB · f_S), is 472 fJ/conversion and FOM2 = Power/(2^ENOB · 2 · ERBW) is 700 fJ/conversion.
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TABLE I

<table>
<thead>
<tr>
<th>Performance Summary and Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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</tr>
<tr>
<td>SNDR</td>
</tr>
<tr>
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</tr>
<tr>
<td>THD</td>
</tr>
<tr>
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</tr>
<tr>
<td>FOM2</td>
</tr>
</tbody>
</table>